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Abstract – In the recent years, low power computing systems have gained popularity. Networks, which use low power computer systems and transmit data by using wireless connection, are called wireless sensor networks. Nowadays, the most topical studies are aimed at grouping wireless sensor networks by the new optimisation of structure of network transmission protocol, the routing optimisation in a transmission network, optimisation of network structure, as a result of which it is possible to increase the life cycle of wireless network sensors.

There are a number of methods that allow solving this problem. These include the choice of the capacity of individual battery, the deployment of the node density, the adjustment of power transmitter, the application of energy-efficient data transfer protocol, positioning of network nodes and other methods that are associated with the introduction of additional network costs.

The present article discusses a new method for balancing energy through the mobility of network node intellectual agent, which provides the opportunity for reconfiguration of dynamic network or change of network topology.
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I. INTRODUCTION

Sensor networks are primarily intended for the collection of information [6]. This means that in any network there are terminal nodes for collection of information, the router nodes for transmission of information, and one or more coordinator nodes, to which all the collected information across the network is sent. The nodes pertaining to information storage and processing are mainly equipped with an uninterrupted power supply, independent distribution network connectivity and high performance computing system. This means that the direction of the data (Fig. 1) is definitely known in the sensor network, the information from the data collectors (terminals) is sent to the information storage and processing nodes by using existing routers of the network. The capacity of data traffic near a coordinator node is much higher than in the distant points [13].

The differentiated energy consumption in hubs [12], [17] always appears in an operating sensor network; as a result, the existing elements close to processing nodes faster than others stop operating due to lack of electricity and, therefore, the network ceases its overall work.

II. RELATED WORKS

To align all the consumed energy in the network nodes, a variety of energy balancing techniques are offered in many studies [8], [14], [16].

The architecture of the heterogeneous network requires different methods to improve energy efficiency.

1. The capacity of the battery in the adaptation is based on the location of the element in the network [14]. In this case, the nodes, which transmit more information, are equipped with a more powerful battery to ensure smooth power consumption across the network. This approach is easy to implement in life, but it has significant drawbacks – low network scalability and poor adaptation of functioning change. Moreover, the technical specification and design solutions of the various nodes significantly raise the cost of the network.

2. The differentiated density of network node is dependent on the estimated transmission density in a specific area [2]. The aim of this solution is to create redundancy in the network structure and provide duplication of a separate node. As a result, in the case of denial of one of the routers, its functions will be separated to another node duplication which until that moment was not used and was in sleep mode with small power consumption.

At the level of software, routing protocols are mainly used; they are based on the remaining power in the nodes [3], the use of virtual coordinates [6], distant and close turn of transmission [9], node positioning [7] as well as the use of clusters [11].

It is known that in the protocols of traditional network router metrics are used to increase network transmission capacity and prevent data transmission delays [3], [8]. The functions of the metrics may perform various intermediate network nodes to the final aim, the communication channel capacity, and the line load level [10]. In the sensor networks, node remaining energy metrics are often used to track the data processing unit. In this case, from different alternative routes one will be selected, on whose nodes there is a greater amount of the remaining energy.

Fig. 1. The default structure of the sensor network.
The perspective balancing method is considered to be the use of the mobility of the network components. In various studies [8], [16], the authors showed that the use of mobility brought more benefits to the increase of autonomous operation of the sensor network. Therefore, this approach will be thoroughly discussed in the following paper.

III. PLANNING OF THE MOVEMENT PERTAINING TO DYNAMIC COORDINATOR NODE

One of the factors that impacts the change of the network configuration is change of the position of the coordinator in the network [5], [8]. The implementation of the mechanism of the network topology change will increase the amount of energy remaining in the network nodes. Operating network or network segment, there is one coordinator, to which the data flow is sent. As a result, the entire network operates according to the directed graph structures [4].

When planning the movement of the coordinator, the most important factor to be taken into account is the reduction of the amount of network reconfiguration [8].

A. The Mobility of the Network Coordinator

In the operating system, there are two possible coordinator changes:

- The expected location of the coordinator – the coordinator operates cyclically, the path of the coordinator and the time spent in each position are determined in the network;
- Random Coordinator Location – the choice of the location pertaining to the coordinator is carried out by each user while contributing to the start-up cycle. The time that is spent by coordinator in the same position depends on the user’s requirements.

Using the estimated location of the coordinator it is possible to determine at which point the coordinator will be at each stage of operation.

Suppose that the system operates using cyclic movement of the coordinator through the defined trajectory, the duration that is necessary for the coordinator to pass all the trajectory is:

\[ t_{\text{net}} = \{t_{\text{net}}^1, t_{\text{net}}^2, \ldots, t_{\text{net}}^m\}, \]  

where: \( t_{\text{net}}^m \) is time during which the coordinator is in the concrete position.

The location of each coordinator is associated with the new network configuration. The system identifies the absence of coordinator in the path structure and performs reconfiguration of the network by providing a new path from the nodes to the coordinator.

Let us look at the possibility of the control of network mobility by carrying out the reconfiguration of the network. Suppose that the original location of the coordinator is known and the path is strictly defined. If the coordinator moves in the network, the position of finding a space \( V_{(x,y)}^m \) changes. On the basis of (2) pertaining to energy consumption of the network node, it is known that the object transmitting data consumes power, which depends on the distance, not less than the indicated technically \( P_{tx} \) and \( P_{rx} \):

\[
P_{tx} = \begin{cases} 
P_{tx} , & K_r = 1 \\
\frac{P_{tx}}{(4\pi r^2)} \frac{(\frac{\lambda^2}{2})^2}{2}, & K_r > 1
\end{cases}
\]  

(2)  

where: \( P_{tx} \) – the average consumed energy in the transmission mode (W); \( \lambda \) – the wavelength; \( K_r \) – the coefficient of working range against a standard working range; \( P \) – the power coefficient of transmitter.

When planning the structure of the network and the location of the node, as well as knowing the trajectory of coordinator movement, there is an opportunity to split the network structure into segments \( S_{\text{net}} \). The result may be adopted:

\[ S_{\text{net}} = \{V_{(x,y)}^1, V_{(x,y)}^2, \ldots, V_{(x,y)}^m\}. \]

(3)  

The existing power of the elements of the transmitter pertaining to one of the peaks/vertices of the segment \( S_{\text{net}} \) situated in the coordinator will not change, as the operating range is not changed.

Sensor network can be defined as mathematically oriented graph \( G \), where each graph \( G \) consists of peaks \( V = \{1, 2, \ldots, m\} \), edges \( U: U \subseteq V \times V \) and the total energy consumed in all nodes of \( P \):

\[ G = \{V, U, P\}. \]

(4)  

\( V_s \) indicates the potential graph in the position, in which the network can be located. The condition/situation of the graph in our case is determined by the location of the coordinator in the network segment.

The consumed power by graph \( G \) in each operating cycle \( t_c \) depends on the active sector \( S_{\text{net}} \). It is not appropriate to make reconfiguration of the network in each operating cycle of the network if the segment remains unchanged. If the agent does not make the reconfiguration of the network due to the remaining power \( E_{\text{net}} \), the reconfiguration of the network will take place if the segment, in which the co-ordinator is located, \( S_{\text{net}} \) changes.

\[ S_{\text{net}} \neq S_{\text{net}}^{n-1}. \]

(5)  

In case of the operation of the second scheme, the coordinator can use randomly selected network location, which can be determined by the user.

\[ V_{(x,y)}^a = V_{(x,y)}^1, V_{(x,y)}^n. \]

(6)  

In the results, the additional condition that contributes to network reconfiguration appears:

Network topology is changed in case the condition of the accomplish (the position/location of the coordinator changes):

\[ V_{(x,y)}^a \neq V_{(x,y)}^{a-1}. \]

(7)
IV. THE SOLUTION METHOD OF THE DYNAMIC MOBILITY COORDINATOR

A network agent, which controls the conditions that carry out the reconfiguration of the sensor network in the nodes, has been introduced into the operating system [8]:

1. The place of location pertaining to coordinator changes – $V^a_{(x,y)} = V^{1}_{(x,y)}$, $V^n_{(x,y)}$.
2. The large difference of the remaining energy in the network elements is found – $P_{min} > \sum_{k=1}^{m} P_k$.

While the system operates, the agent is entrusted with two tasks:

- to ensure the collection of remaining amount of energy in the nodes and storage at the specified step $t_{c}$.
- to determine the period $t_{c}$ during which it is necessary to carry out the reorganisation of the routing path.

The mathematical agent, in contrast to the network sensor elements, is multifunctional. Some tasks of the agent can be executed simultaneously. Each executable cycle of the agent or condition is realised as the independent operation. Within the agent, there is a cyclically operating activity scheduler that regardless of the situation carries out the determined tasks of the agent within the network. This approach allows coordinating the performance of the agent and managing/controlling every executable process.

![Fig. 2. The algorithm of the performance pertaining to the network agent.](Image)

In the proposed model, for each network node there is an environment pertaining to the local operating coordinator agents, where the software agents interact with one another (Fig. 2).

A. The Localisation Mechanism of the Network Agent

The monitoring and change of the network status are carried out by the network agent that operates at the protocol level. The localisation mechanism of the agent is split into four phases:

- monitoring phase;
- agent distribution phase;
- communication phase;
- operating phase.

Agent Monitoring Phase

Agent performance management module (APM) in real time, using the technical information of the network protocol, assesses the intensity of the agent communication. APM module can enumerate and control the received and sent amount of information to each separate agent in the network. With a user-specified intensity the agent performance management module determines the dependence of communication between the agent $i$ and $N$ agents of the node during the period $t \in T = [t_1, t_2]$ using the following formula:

$$C_{IN}(t) = a \left( \frac{M_{IN}(t)}{\sum_k M_{IK}(t)} \right) + (1 - a) \cdot M_{IN}(t - 1) \quad (8)$$

where $M_{IN}(t)$ – the amount of information sent from the agent $i$ to the node $N$ in the time interval $T = [t_1, t_2]$.

$a$ – the coefficient, which highlights the importance of new information regarding the old information.

Agent Distribution Phase

The agent carrying out the agreed (as defined above) monitoring activities determines the value of communication dependency coefficient between agent $i$ and all the network nodes. Communication dependency coefficient $R_{IN}$ between the agent $i$ and the node $N$ is determined with the following formula:

$$R_{IN} = \frac{C_{IN}}{C_{IM}}, \text{where } N \neq m. \quad (9)$$

When the maximum value $R_{IN}$ exceeds the defined limit coefficient $\theta$, the distribution phase (APM) of the agent includes the deployment of the examined agent of the remote system node in the agent group:

$$k = \text{arg}_j \max(R_{IN}) \land (R_{IK} > \theta) \rightarrow a_i \in G_k \quad (10)$$

where:

$\rightarrow a_i$ is the copy of the agent,
$G_k$ – agent’s k group,
$\text{arg}_j$ – functions, which return value $j$ equal to the maximum communication value of the coefficient $R_{IN}$.

Agent Communication Phase

Agents operating in the network communicate by using the technical information of OSI protocol level. The agent’s ability to communicate and transmit the required network information is analysed by using the obtained information from (11). The common agent’s communication model can be defined as:

$$Mi = \{Sa, Se, Sp, L, Sra\}, \quad (11)$$
where: $S_a$ – the number of agents $S_a = \{a_1, a_2, \ldots, a_n\}$ that participate in the communication;
$S_e$ – the number of communication environment sectors where the operation takes place;
$S_p$ – the number of network congested sectors, where nodes consume the largest amount of energy;
$L$ – the length of the path from the coordinating point till the agent in the network;
$S_{ra}$ – the number of routing nodes in the path, which the agent will use for the transmission of information to the management node.

Agent Operating Phase
The task of the agent is to initialise the change of the network topology by taking into consideration two requirements:
- total network energy consumption exceeds the limit $p_{min} \geq \sum_{k=1}^{n} P_k$;
- agent’s $R_{IN}$ value exceeds the defined limit ratio $\theta$.

V. METHODS FOR ROUTE MAKING
It is impossible for the systems working in reality to get correctly all the information needed in order to accurately determine the total length of the network life cycle. Some values pertaining to the network model base (e.g., capacity of transponder) may vary depending on the time. Let us look at some examples that can cause similar problems:
- In some network segments, there are technical problems that reduce the quality of transmission. This may be due to the activity of another network using the same frequency. In this case, there is the increasing necessity for retransmission of information; as a result, the consumption of energy in the problematic area increases substantially.
- External climatic factors on the autonomous power supply that, as a result, can increase power consumption in the standby mode.

As it has already been mentioned [8], [16], a wireless sensor network can be depicted by graph $G$. On the basis of the graph structure (Fig. 3), each of the graph paths $(v, u)$ may be used for transmission of information from node $v$ to node $u$.

For each of $V$ nodes there is the defined number of adjacent objects $(v) \in V$ that can communicate with $v$ node. Generating the path of the network, the retransmission of broadband [15] is used; the information is simultaneously transmitted from node $N(v)$ to the entire network.

The following flow algorithm in the network is proposed. Node $V$, receiving the information transmitted from node $S$, which is designed for the receiving node $D$, uses the following sequence of actions:
1. From $N(v)$ clusters the potential transponders are selected and sorted together according to priority $R(v, d) \subset N_v$.
2. The potential repeater group belongs to node group $R(v, d) \in N_v$ and determines the operating strategy of node $v$.
3. The information about the functionality of the node is recorded in the service of the transmission packet field, and distributed to the network management agent.

In determining priorities for retransmission, the remaining amount of energy in each individual node is taken into account. The agent selects the transponder with the greatest amount of energy remaining in node $E_0$. The path-building algorithm finishes its operations once it has reached the recipient node $d$.

It has been mentioned in the article that each element of the network can operate in two modes (terminal or router). To divide the tasks in the network at the initial stage of reconfiguration stage, each node is in the covering mode. During the active time the coefficients of the node are evaluated ($E_0$ – the amount of energy at the start of reconfiguration).

The path of wireless sensor network from the terminal $s$ to the coordinator $d$ – $S(s, d)$ is a deterministic structure that is built by using a recursive approach from the terminal to the coordinator. At the first stage, the network possible router set $R(s, d) \in N(s)$ is defined. This will allow describing the path $S(s, d)$ as the sorted list of lower path:

$$S(s, d) = [S(v_1, d), \ldots, S(v_n, d)], v_j \in R(s, d)$$

The next step is to set up the local operation strategy for each router $R(v_j, d)$. As a result, each list pertaining to the lower path can be improved:

$$S(v_j, d) = [S(v_{j1}, d), \ldots, S(v_{jm}, d)], v_{ji} \in R(v_j, d)$$

The path from the terminal up to the coordinator can be displayed as the second level included in a list of tree:

$$S(s, d) = [S[v_1, d], \ldots, S(v_{1m1}, d)] \ldots [S(v_{n1}, d), \ldots, S(v_{nm}, d)]$$

When creating the route, its level is extended as long as in the list of the router the only coordinator node $d$ remains.

In our case, the sensor network segment is equipped with a single coordinator node. Henceforth, let us assume that the recipient node $d$ (coordinator) is fixed and will not use it in formulas.

Let us introduce the way to combine the procedure. Suppose that $S(u)$ – a path from node $v$ to coordinator router – is in the list $R(v) = (v_1, v_2, \ldots, v_n)$ where node $u$ does not exist. Suppose that $S(u)$ is a path consisting of the excluded from the list $R(v)$ nodes. Let us define the path $S(v') \in S(u)$ that uses

![Fig. 3. Transmission of information to coordinator d.](image-url)
the combined list, where nodes u are used with a low-level coefficient \( R(v) = (v_1, v_2, ..., v_n, u) \).

### A. Use of Metrics for Path Determination

Suppose that for the number of paths to node \( d \) there are metrics \( l(S(v_i)) \), the value which is in the indexed amount and can be compared. In similar models, the metrics are built using a recursive approach from top to bottom in defining the establishing conditions in the route [6].

\[
F(l(S(v_1), l(S(v_2), ..., l(S(v_n))), v_1 \in R(v)). \tag{15}
\]

For a wireless sensor network routing algorithm to be optimal, it is necessary to meet three conditions: The importance of the router determination. Node u is as useful as node v, if the condition is fulfilled:

\[
l(S(v) \odot S(u)) < l(S(v)). \tag{16}
\]

This condition fulfills the important role. From the list of metrics \( S(v) \), all the metrics with low indicators will be selected. Consequently, the possibility to entrust the role of the router to the node with a small amount of power left will be excluded.

Preservation of priorities. Metrics remain a priority if from \( S(u) \leq l(S(v)) \) resulting \( l(S(u) \leq l(S(v) \odot S(u))) \) to all \( \forall v \in V \) and \( w_u \in N(v) \). This means that before adding router \( u \) to the list \( S(v) \) it will be evaluated whether it will be better than any other from the list \( S(v) \).

The determination of the optimality for the routers. It determines the behaviour of metrics through the full reconfiguration of the list pertaining to the router. Suppose that \( R(v) = (v_1, v_2, ..., v_n) \) – the number of routers for node \( v \). Let us introduce an additional list with nodes \( R^*(v) \) that are arranged in ascending order of metrics – \( l(S(v_n)) \leq l(S(v_{n+1})) \). The list of ordered metrics will allow choosing the optimal number of routers for node \( v \):

\[
l(S(v)^R(v)) \leq l(S(v_{R^*(v)`(v)}). \tag{17}
\]

### B. The Algorithm for the Choice of the Path

The basis for the classic routing algorithm is considered by the breadth-search procedure, which allows analysing the graph \( G(V, E) \) in width. Realising the procedure for each network node, two variables \( dist(v) \) and \( pred(v) \) [3] are added. There is a definite starting value for variable \( dist(v) \rightarrow \infty \). This means that the node has not been visited yet. The coordinator node \( d \) possesses a variable value \( dist(v) = 0 \). The initial value of the variable – \( pred(v) = 0 \), it means that the node is without a router.

The procedure \( BS(G, d) \) ensures testing all the nodes and giving value to variable \( dist(v) \) of each node; the value is equal to the length of the path from node \( v \) to node \( d \). For the validation of the data, a row \( Q \) has been used with the function First_OutQ(Q) (excluding the first element in the row) and Insert_End(Q) (inserting the element at the end of the row).

Procedure \( BS(G, d) \)

\[
\text{for all } u \in V \{ \text{dist}(u):=; \text{pred}(u)=0; \}
\]

\[
\text{dist}(d)=0; \text{H=}\text{CreateQueue}(V);
\]

\[
\text{while } H \text{ is not empty} \{
\text{u=}\text{First\_Out}(Q);
\text{dist}(u)=\text{dist}(u)+1; \text{pred}(v)=u;
\text{Insert\_End}(Q);
\}
\]

Carrying out the cycle, the variable value \( dist(v) \) is the minimum distance from the node \( v \) to \( d \), but values of \( pred(v) \) will allow creating the path from any of vertices \( v \) to coordinator node \( d \). As a result, the given approach can be considered the optimal one in the tasks where the graph path metrics are used.

Using the defined mathematical model of the network, it is necessary to introduce an approach that will list and take into account the remaining amount of energy in each of the network nodes. It is known that the amount of energy left in the node is a positive figure. In this case, it is proposed to use Dijkstra’s algorithm (Fig. 4) to analyse the graph under the condition \( l(u, v) \geq 0 \) – where \( l(u, v) = E_0 - E_u \) as a result we have to build the path with a minimum energy difference coefficient.

Procedure \( \text{Dijkstra}(G, l, d) \)

\[
\text{for all } u \in V \{ \text{dist}(u):=; \text{pred}(u)=0; \}
\]

\[
\text{dist}(d)=0; \text{H=}\text{CreateQueue}(V);
\]

\[
\text{while } H \text{ is not empty} \{
\text{u=}\text{First\_Out}(Q);
\text{dist}(u)=\text{dist}(u)+1; \text{pred}(v)=u;
\text{Insert\_End}(Q);
\text{Rearrange\_Queue(H, v);}
\}
\]

The significant difference in the procedure is the use of priority rows \( H \) where all the elements are sorted using \( dist(v) \) values. The procedure CreateQueue() forms the priority row \( H \) placing the coordinator node \( \text{dist}(d) = 0 \) at the start of the row. The procedure Rearrange_Queue() ensures the reconfiguration of the row in case of change of metrics \( v \).

Every time executing while cycle, two conditions are met:

1. There is a \( d > 0 \) value, where all nodes are accessed – \( \text{dist}(v) \leq d \) and all the remaining nodes in the row – \( \text{dist}(v) \geq d \).
2. The value \( \text{dist}(v) \) in the row of each node \( v \) is equal to \( \infty \) or the minimum path from \( v \) to \( d \). In addition, unused nodes are removed from the row.

The fulfilment of conditions guarantees the optimal results of the algorithm solution.

![Fig. 4. Applying Dijkstra’s algorithm.](image-url)
If there is a necessity to assess the changes in the metrics of the graph vertices, the Bellman-Ford algorithm is proposed to be used. While operating, the initial value of metrics for node $v$ may frequently change. Every time it changes, it is realised through the procedure:

$$U_{\text{pdate}}(v, u) : \text{dist}(v) = \min\{\text{dist}(v), \text{dist}(u), l(v, u)\}. \quad (18)$$

After performing the procedure, the certain characteristics are carried out:

- The use of the procedure does not increase the values of $\text{dist}(v)$;
- An optimum result corresponds to the value of minimum $\text{dist}(v)$, as a result, the regular procedures $U_{\text{pdate}}$ will not affect the results negatively.

Procedure Bellman Ford(G, l, d)
for all $u \in V$ do { $\text{dist}(u) := \infty; \text{pred}(u) = 0;$ } $H := \text{CreateQueue}(V)$;
repeat $|V| - 1$ times {
  for all $e \in E$ Update_M($e$) {
    $S_v := l(S(v)) \oplus l(S(u))$;
    $S_v = S_v \ominus S(u)$;
  }
}
Procedure Deikstra_updated(G, d)
$Q := V$;
while $Q \neq 0$ do {
  $u := \text{Best Value}(Q)$;
  for each $v \in N(u) \cap Q$ do {
    if $l(S(v)) \oplus l(S(u)) < l(S(u))$ {
      $S(v) := S(v) \ominus S(u)$;
    }
  }
}

Concluding the algorithm, for each of $v \in V$ nodes the path $S(v, d)$ is created for the transfer of information to node $d$. The algorithm is repeated as many times as there are coordinator nodes or as long as all the nodes are not used.

Improving the Bellman-Ford algorithm, let us introduce the function $\text{FindRelays}(v)$, which in case of necessity withdraws the existing list $v$ of the transponder and creates a new one by inserting the nodes from $N(v)$ list of metrics in reducing order until the next connection of the router allows reducing the value of metric pertaining to node $l(S(v))$.

Procedure Bellman updated(G, d)
Initialize : $l(S'_1)) = \infty; l(S(d)) = 0$;
repeat { sorting of nodes DESC;
  for $i = 2$ to $(|V| - 1)$ do {
    $S'_i) = \text{FindRelays}(v)$;
  }
} until not identification changes.

where:

Function FindRelays(v)
Router sorting DESC;
Initialize : $S(v') = 0$; $j = 1$;
while $l[S(v') \oplus S(u)] < l[S(v)]$ do {
  $S(v) := S(v') \oplus S(u)$;
  $j = j + 1$;
}$\text{FindRelays} := l[S(v)]$

The proposed algorithms constitute the optimal path for all the network nodes if for $l(v)$ metrics: the remaining amount of energy $E_0$ in the node is available. If it is not possible to identify the value of $E_0$ – the network is no longer able to work.

VI. CONCLUSION

The proposed reconfiguration method of the network makes it possible to increase the life cycle of wireless sensor network by smoothing the remaining amount of energy in the network. It is known that the total amount of energy consumed in the node depends on many factors [3], [8]:

- technical solutions of hardware;
- frequency of operation;
- intensity of data flow;
- environmentally accessible algorithms.

The article describes the developed method that increases the life cycle of the wireless sensor networks; this method allows equalising the amount of energy consumed in each of the network nodes and preventing the overload during the information transmission. This approach is different from others offered because:

- it uses dynamically configurable agent in each of the network nodes;
- it uses BST customised optimal data flow path algorithm;
- it uses the coefficient of the change of network configuration and sets the time for the denial of the system.

The developed method described in the article allows effectively planning the structure of the network dividing the tasks for network nodes, thus increasing the overall life cycle of the network.
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