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Abstract. Infertility is a huge problem nowadays, not only from the medical
but also from the social point of view. A key step to improve treatment out-
comes is the possibility of effective prediction of treatment result. In a situation
when a phenomenon with more than 2 states needs to be explained, e.g. preg-
nancy, miscarriage, non-pregnancy, the use of multinomial logistic regression
is a good solution. The aim of this paper is to select those features that have
a significant impact on achieving clinical pregnancy as well as those that deter-
mine the occurrence of spontaneous miscarriage (non-pregnancy was set as the
reference category). Two multi-factor models were obtained, used in predicting
infertility treatment outcomes. One of the models enabled to conclude that the
number of follicles and the percentage of retrieved mature oocytes have a sig-
nificant impact when prediction of treatment outcome is made on the basis of
information about oocytes. The other model, built on the basis of information
about embryos, showed the significance of the number of fertilized oocytes, the
percentage of at least 7-cell embryos on day 3, the percentage of blasts on day 5,
and the day of transfer.

Introduction

Infertility is a huge problem nowadays, not only medical, but also
psychological, demographic, and social. In many cases, the only effective
method of treatment of infertile couples is assisted reproductive technol-
ogy (ART) (Radwan & Wołczyński, 2011). Despite the intensive improve-
ment of the techniques made in recent years, the effectiveness of treatment
is still lower than expected, remaining at above 40% (Milewski et al., 2013)
and depending on numerous factors (e.g. female age, but also the type of
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stimulation, duration of culturing, among others). A key step to improve
treatment outcomes is the possibility of effective prediction of the result
of treatment. When treatment outcome can be effectively predicted on the
basis of the available information, it becomes possible to adjust selected
parameters of treatment in such a way as to improve treatment outcomes.
The use of advanced data analysis methods such as data mining or

artificial intelligence algorithms for the prediction of infertility treatment
results has become popular recently (Milewska et al., 2011, 2014, 2016;
Milewski et al., 2016). However, basic regression modelling is still being
successfully applied. When creating models predicting the effectiveness of
infertility treatment, binary phenomena (pregnancy – non-pregnancy; birth
of a healthy child – no birth, etc.) are treated as dependent variables.
While the logistic regression method is used for modelling such phenom-
ena (Yildirim et al., 2017), there are situations in which one deals with
phenomena with more than 2 states. In order to use the standard logis-
tic regression method, the multi-state variable would have to be divided
into several binary variables to be modelled separately. Nonetheless, this
is not an adequate solution, thus it would be more beneficial to create
a single model that could deal with more than one binary dependent vari-
able. Using multinomial logistic regression seems to be an appropriate so-
lution in this situation (Atkinson et al., 2016; Mukesi et al., 2017; Pe-
satori et al., 2013). For reasons that are difficult to fathom, this method
is quite rarely used in Poland, therefore it needs popularization, resulting
in this article.

Multinomial Logistic Regression Model

Logistic regression is a statistical method used to estimate the prob-
ability of occurrence of a binary outcome based on a set of explanatory
features. It allows to describe the influence of the considered factors on
the analysed dichotomous variable. On the other hand, if the dependent
variable has at least 3 unordered categories, then multinomial logistic re-
gression (MLR) should be used. The MLR method was created on the basis
of the concepts of binomial logistic regression and has the same basic setup,
thus it can be said that it is an extension of logistic regression (Hosmer
& Lemeshow, 2000). Multinomial logistic regression is also known as the
polytomous or multiclass logistic regression method.
Let us assume that we consider K predictors X1,X2,X3, . . . ,XK (they

may be continuous and/or categorical) and outcome variable Y with J nom-
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inal categories. Then the multinomial logistic regression model may be pre-
sented as:

logit(Yj) = ln
[

P (Y = j|X)

P (Y = J |X)

]

= βj0 + βj1X1 + βj2X2 + . . .+ βjKXK

where j = 1, 2, . . . , J − 1. In such a way, we have J − 1 logit equations.
Each of them is a linear function that models the logarithm of probability
as having response j to baseline category J (Agresti, 2002). All logits are
defined relative to such a predetermined baseline category. It is important
to point out that, because they are unordered, any of the J categories can
be taken as the reference outcome (El-Habil, 2012). Logit coefficient (βjk)
provides information on how great a change in the logit is made by a one–
unit increase of the value of k-th predictor (while the values of the other
variables remain unchanged). The relative risk ratio (RRR) is used the most
commonly for the interpretation of the model:

P (Y = j|X)

P (Y = J |X)
= exp

(

βj0 +
K
∑

k=1

βjkXK

)

RRR is an exponential function of regression coefficients. RRR greater
than 1 means that the probability of occurrence of j-th category is greater
than the probability of obtaining reference category J . Due to the fact that
the sum of all probabilities P (Y = j|X), where j = 1, 2, , . . . , J , equals one,
it is easy to establish that:

P (Y = j|X) =
exp(βj0 + βj1X1 + βj2X2 + . . . + βjKXK)

1 +
∑J−1

j=1 exp(βj0 + βj1X1 + βj2X2 + . . .+ βjKXK)

P (Y = J |X) =
1

1 +
∑J−1

j=1 exp(βj0 + βj1X1 + βj2X2 + . . .+ βjKXK)

Parameters βjk (j = 1, 2, . . . , J ; k = 1, 2, . . . ,K) are estimated using the
maximum likelihood method (Hosmer & Lemeshow, 2000; Tabatabai et al.,
2014). The likelihood function for n independent observations can be writ-
ten as:

L(β) =
n
∏

i=1

J
∏

j=1

P (Y = j)dij

where

dij =

{

1 if Yi = j
0 if Yi 6= j

9



Anna Justyna Milewska et al.

so dij = 1 if i-th case belongs to j-th category. It is possible to determine
the parameters of a multinomial logistic regression model in several steps. It
is necessary to take the logarithm of such a function L(β) and calculate the
first partial derivatives of lnL(β) with respect to each of the estimated βjk
coefficients. Then these equations should be set to 0 and solved.
The testing of statistical significance of individual regression coeffi-

cients (βk) is performed with the use of test statistics based on the Wald
coefficient:

Wald(Z) =
βk

SE(β)
.

In order to confirm the appropriateness of the whole model created with
the use of the MLR method, the likelihood ratio chi-square test must be
performed. Test statistics is based on the difference of logarithms of the
likelihood function of the reduced model with intercept only (L0) and
the fitted final model (L1), in which p = K · (J − 1) parameters are
considered:

LR = −2(lnL0 − lnL1) ∼ χ2
p

The multinomial logistic regression model is used to describe a qualita-
tive, nominal and multicategorical dependent variable. This solution allows
to estimate the probability of occurrence of one of the different possible
outcomes on the basis of independent characteristics, which may be of any
type: continuous, nominal or ordinal. It can be useful to solve classification
problems. It also enables the identification of factors that affect the depen-
dent variable. The prepared model gives the possibility to explain, in terms
of relative risk ratio, how strong this impact is.

Applications in Medicine

All of the aforementioned aspects result in the method being widely
used. For this reason, publications can be found in which the multinomial
logistic regression model is applicable in areas as diverse as banking, for the
assessment of credit risk (Miyamoto, 2014; Van Deventer et al., 2013), or
tourism – to describe variables that influence choices concerning travel made
by tourists (Can, 2013). The method proved successful for the determina-
tion of socioeconomic factors that affect major choices made by consumers
when purchasing food (Kohansal & Firoozzare, 2013). Another example of
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the use of this type of model was the search for the most important risk
factors of violence against woman in Palestinian society, among the various
socioeconomic, demographic, political, and cultural characteristics as well as
variables related to education, housing conditions, or describing the partner
(Okasha & Abu-Saada, 2014).
Multinomial logistic regression is often used in different branches of

medicine. There are numerous publications applying this method in aller-
gology. For instance, Mukesi et al. (2017) found out the most common causes
of several types of skin allergies while Ranciere et al. (2013) studied the as-
sociations between dry night cough, atopy and allergic morbidity. A method
that applies MLR models also proves to be effective in oncology. As an exam-
ple, Pesatori et al. (2013) investigated the association between oral contra-
ceptive use, hormone replacement therapy, and lung cancer risk in women.
Atkinson et al. (2016), on the other hand, confirmed that being overweight
or obese, age at first pregnancy greater than 26, breastfeeding, and smoking
should be considered as important risk factors for Inflammatory Breast Can-
cer of different subtypes. Furthermore, some works show that MLR can be
useful in explaining processes occurring in areas of medicine such as genetics
(Cleynen et al., 2016), cardiology (Dolansky et al., 2010), or stomatology
(Medina-Solis et al., 2008).
Researchers conducting studies in the area of gynaecology and obstet-

rics also frequently reach for MLR-based models, which enabled, among
others, to indicate factors associated with excess and inadequate weight
gain during pregnancy (Neupane et al., 2015). In addition, authors of publi-
cations compared the results of analyses with models created with the use of
the separate binomial logistic regressions approach. Al-balushi et al. (2016),
in a publication entitled “Contraceptive Method Choices Among Women
In Oman: A Multilevel Analysis”, showed the advantage of the multino-
mial logistic regression model over the separate binomial logistic regression
model, if the analysed variable takes multiple categories. It was noticed that
the effects of predictors on different groups of the explained variable can be
estimated simultaneously and tested for equivalence in a multilevel model.
Al-balushi et al. (2016) investigated the socio-economic, demographic, and
individual characteristics that have influence on the decision to choose and
use a particular method of contraception, traditional or modern, among
women in Oman. Sadat-Hashemi et al. (2005), on the other hand, prepared
models predicting the type of pregnancy, i.e. wanted, unwanted by wife, un-
wanted by husband, or unwanted by the couple, with the use of MLR. The
obtained results were compared with the classifier created on the basis of
a neural network.
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Assessment of Parameters of Oocytes and Embryos Quality
in Predicting Pregnancy and Miscarriage

The aim of this paper was to select the features that have a signifi-
cant impact on achieving clinical pregnancy and those that determine the
occurrence of spontaneous miscarriage. Three questions were asked:
1. Is it possible to predict the probability of achieving pregnancy or mis-
carriage on the basis of information about the number and quality of
oocytes retrieved from the woman?

2. Is it possible to predict the probability of achieving pregnancy or mis-
carriage on the basis of information about the number and quality of
the produced embryos?

3. Is it possible to predict the probability of achieving pregnancy or mis-
carriage on the basis of information about the quality of both oocytes
and embryos?
During the statistical analysis, multinomial logistic regression (MLR)

models were built; STATA 12.0 was used for this purpose. Kruskal-Wallis
test with post-hoc multiple mean rank comparisons was used for the as-
sessment of differences between the analysed variables. Results at a level of
p< 0.05 were considered statistically significant.
The data used in the analysis covered 518 cycles of in vitro fertilization.

The following variables were chosen: female age, the number and quality
of oocytes retrieved during stimulation (GV, M1, M2 (after IR, at ICSI),
M2* – stages of maturity – presented as percentages), the number and
quality of the produced embryos (2PN, NEF 2PB, 1, ≥3 PN, clvd on day 3,
≥7 cell on day 3, blasts on day 5, blasts on day 6 – presented as percentages),
the number of transferred embryos (ET number), the day of transfer (ET),
and information about pregnancy and miscarriage. Pregnancy was deter-
mined on the basis of a pregnancy test (biochemical pregnancy) and then
confirmed in an ultrasound examination by observing the heartbeat (clini-
cal pregnancy). Miscarriages were the cases in which pregnancy was deter-
mined only biochemically, unconfirmed during the ultrasound examination.
In the tested group, pregnancy could not be achieved in 54% of women
(n = 281), 10% of women (n = 51) miscarried, whereas 36% of women
(n = 186) achieved pregnancy confirmed in the ultrasound examination.
Non-pregnancy was set as the reference category in multinomial logistic
regression models.
An analysis of the differences between pregnancy, non-pregnancy, and

miscarriage showed 10 features that are statistically different in the groups
in question. The differences between pregnancy and non-pregnancy con-
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cerned female age, follicles (n), retrieved oocytes (n), fertilized oocytes (n),
at least 7-cell embryos on day 3 (%), blasts on day 5 (%) and day 6 (%),
and day of transfer. Differences between miscarriage and non-pregnancy
were present for 5 variables: female age, follicle (n), M2 after ER (%),
M2 at ICSI (%), and for at least 7-cell embryos on day 3 (%). Differences
between miscarriage and non-pregnancy were present for 2 variables only:
blasts on day 5 (%) and day 6 (%) (Table 1).

Table 1. Differences between patients with non-pregnancy, miscarriage, and
pregnancy. Comparisons vs. non-pregnancy: p< 0.05 *, p< 0.01 **,
p< 0.001 ***, comparisons vs. pregnancy: p< 0.05 #, p< 0.01 ##,
p< 0.001 ###. Results presented as median, and upper and lower
quartile

Non-pregnancy Miscarriage Pregnancy
Variables

(n = 281, 54.25%) (n = 51, 9.85%) (n = 186, 35.91%)

female age (years) 40.0 (36.0–42.0) 36.0 (31.0–40.0)** 36.0 (33.0–40.0)***

follicles (n) 10.0 (7.0–16.0) 14.0 (11.0–18.0)* 15.0 (12.0–20.0)***

retrieved oocytes (n) 8.0 (4.0–14.0) 11.0 (6.0–16.0) 12.0 (9.0–21.0)***

M2 after ER (%) 0.7 (0.5–0.8) 0.7 (0.4–0.8)* 0.7 (0.6–0.9)

M2 at ICSI (%) 0.7 (0.5–0.8) 0.7 (0.4–0.8)* 0.7 (0.6–0.9)

fertilized oocytes (n) 6.0 (3.0–11.0) 7.0 (5.0–13.0)# 10.0 (7.0–16.0)***

≥7 cell on day 3 (%) 0.4 (0.2–0.5) 0.5 (0.3–0.7)* 0.5 (0.3–0.6)***

blasts on day 5 (%) 0.0 (0.0–0.05) 0.0 (0.0–0.25)# 0.1 (0.0–0.28)***

blasts on day 6 (%) 0.0 (0.0–0.11) 0.0 (0.0–0.17)# 0.1 (0.0–0.29)***

ET (day) 3.0 (3.0–3.0) 3.0 (3.0–5.0) 3.00 (3.0–5.0)***

As female age has the greatest impact on treatment outcome (Milew-
ski et al., 2008), it appears in all the created models. The first multinomial
logistic regression model was built on the basis of data concerning the quality
and number of retrieved oocytes and female age only (Table 2). The variables
that turned out to be significant in the model are the number of follicles,
the percentage of mature oocytes (M2 after ER), and female age.
The obtained model (Table 2) enables to conclude that as female age

increases by a year, the relative risk of miscarriage (vs. non-pregnancy)
decreases by 9%, whereas the relative risk of pregnancy (vs. non-pregnancy)
decreases by 8%, at the other parameters set. However, if the number of
oocytes in the ovary increases by 1, then the relative risk of pregnancy
(vs. non-pregnancy) increases by 7%, at the other parameters set. In the

13



Anna Justyna Milewska et al.

Table 2. The first multinomial logistic regression model built on the basis of
information about retrieved oocytes and female age (Model I)

case of miscarriage, the number of oocytes was not statistically significant.
Moreover, if the number of M2 oocytes is greater by 1% then the relative risk
of pregnancy (vs. non-pregnancy) increases by 1%; at an increase of the per-
centage of oocytes by 10% the relative risk of pregnancy is greater by 11%,
at the other parameters set. In the case of miscarriage, the percentage of
M2 oocytes has no significant impact.
The second multinomial regression model was built on the basis of data

describing the quality and number of the produced embryos, data concerning
transfer and female age (Table 3). In this model, the following variables
turned out to be statistically significant: female age, at least 7-cell embryos
on day 3 (%), blasts on day 5 (%) and day of transfer.

Table 3. The multinomial regression model built on the basis of information
about the produced embryos and female age (Model II)

14
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When interpreting this model (Table 3) it can be concluded that if fe-
male age increases by 1 year, then the relative risk of miscarriage (vs. non-
pregnancy) as well as the relative risk of pregnancy (vs. non-pregnancy)
decreases by 12%, at the other parameters set. If the percentage of at least
7-cell embryos on day 3 increases by 1%, then the relative risk of miscarriage
(vs. non-pregnancy) increases by almost 2%; at an increase of the percent-
age of embryos by 10%, the relative risk of miscarriage increases by 17%.
On the other hand, if the percentage of at least 7-cell embryos on day 3
is greater by 1% then the relative risk of pregnancy (vs. non-pregnancy)
increases by 1%; at an increase of the percentage of embryos by 10%, the
relative risk of pregnancy increases by 11% (at the other parameters set).
At an increase of the percentage of blastocysts on day 5 by 1%, the rela-
tive risk of pregnancy (vs. non-pregnancy) increases by 2%; at an increase
of the percentage of blastocysts by 10%, the relative risk of pregnancy in-
creases by 22%, at the other parameters set. The percentage of blastocysts,
however, does not have a statistically significant impact on miscarriage.
If transfer of embryos is postponed by 1 day, then the relative risk of mis-
carriage (vs. non-pregnancy) increases 1.3 times, while the relative risk of
pregnancy (vs. non-pregnancy) increases 1.4 times (at the other parame-
ters set).
The third multinomial regression model was to be built on the basis

of all the available data, i.e. describing both the quality and the number
of retrieved oocytes, and concerning the number and quality of embryos,
the day of transfer, and female age. Unfortunately, this model reduced into
model II, which is why it is not presented for the second time in this paper.

Conclusions

Multinomial regression models have a wide range of applications in
medicine. As they enable to assess the relative risk for a multi-state depen-
dent variable, the models are more universal than typical logistic regression.
The models presented in this paper are used for predicting infertility treat-
ment outcomes (pregnancy, miscarriage, non-pregnancy). As female age has
the greatest impact on treatment results, it is present in all the obtained
models. The first of the multi-factor models enabled to conclude that if
treatment outcomes are to be predicted on the basis of information about
oocytes, then the number of follicles and the percentage of retrieved mature
oocytes have a significant impact. The second of the multi-factor models,
built on the basis of information about embryos, showed the number of
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fertilized oocytes, the percentage of at least 7-cell embryos on day 3, the
percentage of blasts on day 5, and the day of transfer as significant. An
attempt to build a model on the basis of all available variables was un-
successful, as the model reduced to the variables describing the quality of
embryos only.
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