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The Relationship between Profitability, Innovation
and Technology Gap: A Basic Model

Ondfrej Kréal'

Abstract: This paper introduces a model of innovation that explains some of the styl-
ized facts presented in recent empirical literature. In the model, firms choose R&D
expenditures that maximize their expected profits under the assumption that R&D ex-
penditures of firms might be constrained by the size of their profits. Optimal decisions
of firms generate relationships between profitability and innovation of individual firms
that may create the observed patterns at the industry level. In particular, the model is
able to explain an inverted-U relationship between profitability and innovation in the
industry together with decreasing or flat and concave relationships between profitability
and the dispersion of productivity in the industry. Additionally, the paper investigates
the parameter space for which the model generates the observed relationships.
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Introduction

The relationship between competition and innovation has been widely studied by econ-
omists at least since Schumpeter’s Capitalism, Socialism and Democracy, first pub-
lished in 1942. In the course of the following 70 years, three important hypotheses on
the shape of the relationship between competition and innovation appeared in the empir-
ical literature. The Schumpeterian hypothesis that competition reduces innovation, the
opposing hypothesis that competition encourages innovation, and a third hypothesis
according to which the relationship is inverse-U shaped. Even though the available data
and methods used have improved substantially since Schumpeter’s times, all three hy-
potheses find some support also in the recent empirical literature (see e.g. Kraft 1989,
Artés 2009, and Hashmi 2012 for studies supporting the Schumpeterian hypothesis,
Nickell 1996, Okada 2005, Gorodnichenko, Svejnar & Terrel 2008, and Berubé, Duha-
mel & Ershov 2012 for studies supporting the opposing hypothesis; and Aghion et al.
2005, Tingvall & Poldahl 2006, and Polder & Veldhuizen 2012 for recent studies find-
ing the inverted-U relationship).

In the most influent recent contribution to the theoretical literature, Aghion et al. (2005)
formulate a model which explains not only the decreasing or increasing relationship, but
the inverted-U relationship between competition and innovation, too. However, the
inverted-U relationship may emerge only if a rise in competition increases the average
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difference between the technology of leader and follower firms in the economy (the
difference is called technology gap in the rest of the paper). Furthermore, they find
support for predictions of their model in the UK data using 1 — Lerner index as a meas-
ure of competition. Several subsequent studies find an inverted-U relationship between
profitability-based measure of competition and innovation (see e.g. Hashmi 2005,
Kilponen & Santavirta 2005, Askenazy, Cahn & Irac 2008, and Prasad 2009), but only
Aghion et al. (2005) and Hashmi (2005) study the relationship between profitability and
technology gap at the same time.> While Aghion et al. (2005) discover an increasing
relationship between 1 — Lerner index and technology gap, Hashmi (2005) finds a flat
and concave relationship in the US data. Hence, the model by Aghion et al. (2005) is
not able to explain the inverted-U relationship between profitability and innovation
found by Hashmi (2005).

In order to explain the empirical evidence, I introduce a basic model of innovation in
this paper.’ In the model, firms choose their R&D expenditures in order to maximize
their expected profits within certain limitations. Similarly to the model of Aghion et al.
(2005) and related models such as that of Hashmi (2013), the size of innovation results
from optimizing choices.* On the other hand, the assumptions behind the basic model
differ from the assumptions of Aghion et al. (2005). Most importantly, the model of
Aghion et al. (2005) relates innovation to a theoretical measure of competition, which is
shown to be increasing in the empirical profitability-based measure of competition (1 —
Lerner index). Thus their model is able to explain the empirical inverted-U relationship
between profitability and innovation. The basic model explains the empirical evidence
directly by relating innovation to profits of firms. This approach has two advantages:
First, it avoids the problematic link between competition and profitability. As shown by
Boone (2000, 2008), a rise in the level of competition may lead to both higher and lower
industry profitability. Consequently, the predicted relationship between profitability and
innovation might differ from the predicted relationship between competition and inno-
vation. Second, it provides a more general explanation of the empirical evidence con-
cerning the relationship between profitability and innovation because it covers all the
possible factors responsible for variation in profitability, not only the intensity of com-
petition like Aghion et al. (2005).

The rest of the paper is organized as follows. Section 1 introduces the model. Section 2
relates profits of firms to average R&D expenditures and the technology gap in the

% Hashmi (2005) is an earlier version of the paper Hashmi (2013). Hashmi (2013) no longer finds
the inverted-U relationship between competition and innovation in the US data. However, the
earlier version uses a different data set than Hashmi (2013), so by referring to Hashmi (2005) I
refer to the study using the original data set.

? See Krédl (2010) for a more complex version of the model which creates similar predictions.

* Another research tradition, building on Schumpeter’s views of competition and innovation, is
represented by models of innovation and development in the evolutionary literature. Even though
my model shares some features with the evolutionary literature (especially the more complex
version presented in Kré¢al 2010), the main assumptions and structure of the model is different. In
particular, I neither assume bounded rationality, nor do I use dynamic modeling methods (Nelson
& Winter 2002).
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industry, and presents the conditions for which the predictions of the model are similar
to the empirical findings. Section 3 discusses the robustness of the predictions to chang-
es in parameters of the model, and the whole paper is finally concluded by Section 4.

1. Structure of the Model

In this section, I introduce the model innovation. First, I introduce the determinants of
firms' profits. Then I discuss the relationships between profits and the return to R&D
expenditures. The section concludes with a discussion of the constraint on the size of
R&D expenditures.

The time in the model is discrete. Suppose an industry is composed of a continuum of
firms. The profit of each firm is determined by industry-specific factors and firm-
specific factors;” firm-specific factors are further divided into technology and other
firm-specific factors.

Industry-specific factors are those that determine profits of all firms in an industry in the
same way. They include factors that affect the intensity of competition in the industry,
such as the substitutability of products, entry barriers, or the possibility of tacit or ex-
plicit collusion. They may include specificities of products or their distribution, such as
the level of customization of the products, or the possibility of using bundling or after-
sales services for generating profits. They may also include government intervention in
the industry, such as a regulatory framework or government subsidies. In the model,
industry-specific factors determine the industry-specific profit b € (0,b), where b > 0
is the maximal possible industry-specific profit.

Technology includes all feasible combinations of inputs and outputs. It can be improved
by means of innovations created in the R&D process. In this model, the R&D process is
structured in the following way. At the beginning of each period, firm i selects the size
of R&D expenditures ¢; > 0. The R&D process generates an innovation with the proba-
bility of success p € (0,1), or it fails to generate an innovation with the probability 1 — p.
If R&D process fails to generate an innovation, the profit of firm i changes by —c;. If it
generates an innovation, the profit of firm i changes by the difference between the re-
ward of innovation and R&D expenditure T(b)\/?i — ¢;, where r(b) > 1 is the reward
function. Furthermore, I assume that all innovations are imitated by all other firms in the
industry at the end of each period. Thus all firms have the same technology at the be-
ginning of each period, when decisions about R&D expenditures for the following peri-
od are made.

Other firm-specific factors are all factors other than technology that may be responsible
for differences in profits of individual firms. There are two important concepts that
explain the intra-industry differences in profits. First, I present the concept of strategic

> There is a large literature that studies the effect industry-specific factors and firm-specific fac-
tors on performance of firms (see e.g. Rumelt 1991, McGahan & Porter 1997, Mauri & Michaels
1998, Brush, Bromiley & Hendrickx 1999, McGahan & Porter 2002). These studies find that both
industry- and firm-specific factors are important determinants of profitability of firms.
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groups (Caves & Porter 1977). Strategic groups are groups of firms within an industry
that share to varying degrees several structural characteristics such as width of their
product line, degree of vertical integration or diversification, advertising and branding,
or geographical size of the market in which they operate. Differences in these structural
characteristics may lead to differences in profits of firms across groups. Firm-specific
rents can be sustained in the long run because they may be protected from the competi-
tion of rival firms by so-called barriers to mobility which may arise exactly because of
differences in structural characteristics of firms.

The idea of strategic groups is especially important in the context of studies that define
industries using classification systems (e.g. SIC or NAICS). These industries, especially
if defined relatively broadly as in Aghion et al. (2005), are not homogeneous, but rather
consist of several other industries or markets. Competitive or other conditions might
differ in each of the sub-industries or sub-markets.

Resource-based view of the firm is the second concept that may explain the intra-
industry differences in profits. Resources are defined as “those (tangible and intangible)
assets which are tied semipermanently to the firm... Examples of resources are: brand
names, in-house knowledge of technology, employment of skilled personnel, trade con-
tacts, machinery, efficient procedures, capital, etc.” (Wernerfelt 1984, p. 172). Accord-
ing to the resource-based view, firms differ in their capacities to accumulate and use
resources. This may lead to differences in their profits which can be sustained in the
long run thanks to resource-position barriers. These arise if the resources are “scarce,
difficult to copy or substitute, and difficult to trade in factor markets.” (Hawawini,
Subramanian & Verdin 2003, p. 3)

In reality, each firm is likely to be exposed to different firm-specific factors, and there-
fore has a different firm-specific profit. For the sake of simplicity, I assume that there
are only two types of firms in the model industry: firms X and firms Y. The ratio of the
number of firms X to all firms in the industry is g € (0,1). The difference between the
profits of firms X and Y due to other firm-specific factors is called the firm-specific
profit f> 0. Specifically, other firm-specific factors increase the profits of all firms X by
the entire firm-specific profit f, while leaving the profits of firms ¥ unchanged.

The profit of firm i in any period depends not only on the size of the industry-specific
profit, parameters of innovation, or on the size of the firm-specific profit, but also on
whether firm i has been successful in its R&D activity in the given period, and whether
it is a firm of type X or Y. The profit of firm i that fails to innovate is

Tip(b,c)) =b+ f — ¢ iffirmiis X, "

mip(b,c;)) =b —c;iffirmiisY,

where b € (0, b) represents the industry-specific profit, f> 0 is the firm-specific profit,
and ¢; > 0 is the R&D expenditure. The profit of firm i that successfully innovates is

mis(b,c;)) =b+f + r(b)\/?i —¢; iffirmiisX,
2
mie(b,c;) =b + r(b)\/?i — ¢ iffirmiisY,
where r(b) > 1 is the reward function.
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I assume that the reward function r(b) decreases in the industry-specific profit b. There
are several justifications for this assumption. First, suppose an industry with a constant
number of firms, in which prices increase due to changes in the intensity of competition,
specificities of products, specificities of the distribution process, or the form and extent
of government intervention. Suppose that higher prices lead to higher profits for each
firm and lower quantities of goods and services supplied by each firm. Now suppose
that innovation does not substantially affect the total quantity supplied by each firm, but
increases the profit margins of successful innovators by a specific amount. Then the
return to R&D expenditures is likely to be increasing in the quantity supplied. Hence
firms with higher industry-specific profits b, and lower quantity supplied, are likely to
have lower returns to R&D expenditures.

Figure 1 presents a specific example in which this argument applies. Let us suppose two
firms in Bertrand competition with a homogeneous product facing a decreasing demand
function D(p). Suppose that firms collude on a price p; < p”, where p" is the monopoly
price. Each of them sells half of the market quantity ¢,/2 and each has a constant mar-
ginal cost ¢ < p;. Now suppose that an innovation reduces the marginal cost by Ac. If
both firms innovate, their prices remain at the collusive level p; and their profits in-
crease by Acgy/2. If one firm innovates and the other does not, the innovator can either
sustain collusion, or compete with the other firm and sell competitive quantity ¢ at the
competitive price p© = ¢. Suppose the collusive price p; is high enough so that (p; — ¢ +
Ac)q1/2 > Acq®, which means that it is more profitable for the innovator to sustain the
collusive price. Then the profit of the innovator increases by Acg;/2, too. Suppose now
that the firms are able to collude on a price p, > p; such that p, < p", and each of them
sells quantity ¢»/2 < ¢,/2 and earns profit (p, — ¢)g2/2 > (p; — ¢)q1/2. Assuming that (p, —
¢+ Ac)gy/2 > Acq® , the incremental profit from innovation (reward) is Acga/2 < Acgy/2.
Hence firms with higher profits have lower returns to R&D expenditures.

Second justification of the decreasing reward function is as follows: Suppose an indus-
try serves several markets, each with a decreasing demand function (for example the
pharmaceutical industry serves several markets for different types of drugs). Now sup-
pose that innovation provides the successful innovator with a monopoly in one of the
markets. Then the return to R&D expenditures is equal to the difference between the
monopoly profit and the profit the innovator had earned before the innovation was im-
plemented. If the industry-specific profit b is low, the incremental profit due to the mo-
nopolistic position in the market is high. On the other hand, if the firm earns high indus-
try-specific profit » under competition, the reward is low. Hence the return to R&D
expenditures is likely to be decreasing in industry-specific profit b in this situation.

And third, suppose an industry with firms at the same technological level. The interac-
tion in the market becomes less aggressive (Boone 2008). A reduction in the aggres-
siveness of interaction can be modeled for example as a reduction in the elasticity of
substitution between the goods, a rise in transport cost in the Hotelling model, or as a
switch from Bertrand to Cournot. Then firms earn higher profits but their rewards tend
to be lower. This effect arises mainly because less aggressive interaction leads to a low-
er reallocation of market shares from less to more efficient firms. Hence a higher firm-
specific profit b due to a less aggressive interaction may be related to a lower return to
R&D expenditures.
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Figure 1 An Explanation of Decreasing Return to R&D Expenditures

P

The figure shows the effect of an increase in price on the reward in Bertrand competition with two
firms. If the collusive price increases from p; to p,, the quantity sold by each firm decreases from
q1/2 to qy/2. Assuming that the innovation reduces the marginal cost by Ac, the reward is likely to
fall from Acq /2 to Acqy/2.

In this model, the reward function is given by

r(b) = %(1 tR-0 (ﬁ)) 3)

where the slope parameter o > 0 determines the effect of the industry-specific profit b
on the reward from innovation, and the opportunity parameter R > o > 0 determines the
attractiveness of innovation (the assumption R > ¢ is equivalent to the assumption that
r> 1). The specific form of the reward function in (3) has two advantages: First, the
reward function r(b) varies with the probability of success p so that changes in p do not
affect the return to R&D expenditures. This way, it is possible to isolate the effect of
different probabilities of success from the changes in the attractiveness of innovation
measured by the opportunity parameter R. Second, the opportunity parameter R has an
intuitive interpretation. It is equal to the return to the first unit of R&D expenditures (c;
= 1) in an industry with the lowest industry-specific profit (b = 0).

And finally, I assume that firm i chooses R&D expenditures c; so that it is not in loss
even if the innovation fails. It follows from (1) that

¢;i < b+ f for firms X, @

¢; < b for firms Y,
There are several ways to justify this assumption: First, firms might face credit con-
straints. If firms are not able to obtain credit, they must finance their R&D activities
from their current profits even if they fail to innovate. This assumption may also be

justified if firms are able to obtain credit because, in that case, the banks might be reluc-
tant to provide them with credit that could not be fully repaid in the event that the R&D
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activity failed. Moreover, in a slightly modified model, the main results would hold
even if the maximum R&D expenditure was equal to the expected profit of the firm.
This size of R&D expenditures is clearly the maximum sustainable size of the R&D
budget of the firm.

Second, firms might be infinitely risk averse, which means that they choose their R&D
expenditures so that their profits in the worst possible outcome are non-negative (this
version of infinite risk aversion is used for example by Rey & Tirole 1986). The predic-
tions of the model are likely to be similar even if the risk aversion of firms was not
infinite but if it was very high for low profits and decreasing in the profits of firms,
because the shape of the utility function would resemble the prospect-theory value func-
tion (see Krc¢al 2010).

Third, managers of firms might be infinitely risk averse. If their compensation is linked
to the performance of their firms (e.g. they earn a percentage of their profits), managers
of low-profit firms would avoid high R&D expenditures. The model might also provide
similar predictions if the risk aversion of managers was high for low compensation and
decreasing in the size of managerial compensation, or if managers had prospect-theory
preferences (see Kr¢al 2010).

The basic setup of the model can be summarized as follows. Each firm chooses R&D
expenditures that maximize its expected profit subject to the R&D-expenditure con-
straints (4). Firm i chooses ¢; in order to maximize

p(b +f+r(b)\/?i—ci) +A-p)b+f—c) s.tc; <b+fiffirmiisX, (5)
p(b +f +r(b)\/c_i— ci) +A-p)b—c) s.t.c; <biffirmiisY, (6)

where p € (0,1) represents the probability of success, b € (0, b) is the industry-specific
profit, /> 0 is the firm-specific profit, 7(b) > 1 is the reward function, and ¢; > 0 is the
R&D expenditure.

2. Predictions of the Model

In this section, I show that the model can explain the empirical findings of Aghion et al.
(2005) and Hashmi (2005) for some combinations of parameters. First, I find the opti-
mal R&D expenditures of firms X and Y. Then I discuss the relationship between the
industry-specific profit and average R&D expenditures in the industry. Finally, I derive
the relationship between industry-specific profit and the technology gap.

Using Kuhn-Tucker conditions for solving the constrained maximization problems (5)
and (6), I obtain the optimal R&D expenditures of firms X and Y

ciX =min{b + f, ¢ (b)}, @)
and
cl-Y = min{b, ¢/ (b)}, )

where
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G0 =(1+R-2)" ©)

In the following paragraphs, I discuss the conditions under which the functions ¢! (b)
and ¢;* (b) are inverse V-shaped. The function ¢} (b) is inverse V-shaped if it peaks at
b >0, that is if ¢; (0) > 0, and at the same time if it peaks at b < b, that is if ¢; (b) < b.
Hence the function ¢} (b) is inverse V-shaped if ¢; (b) — b < 0 < ¢;(0), that is if

1 cb\? & 1 2
2(1+R-Z) b <0<:(1+R)

Since R = ¢ > 0, the right-hand side of the inequality is always higher than zero.
Hence ¢! (b) is inverse V-shaped if

(1+R-0)>—4b<0. (10)
The function ¢ (b) is inverse V-shaped if ¢;(b) — f — b < ¢;(0) — f, that is if
(1+R—-0)2—4(f+b) <0< (1+R)?—4f. (11)

It follows from condition (10) that the function ¢} (b) is inverse-V shaped if the oppor-

tunity parameter R is relatively low, that is if R < 2\/3 + o — 1. Furthermore, if condi-
tion (10) holds, the left-hand side of condition (11) also holds because the firm-specific
profit f > 0. It means that if the function ¢} (b) is inverse V-shaped, the function c*(b)
is either inverse V-shaped or decreasing in the industry-specific profit b.

Next, I discuss the shape of the relationship between the industry-specific profit and
average R&D expenditures in the industry, called the R&D function. The R&D function
is given by

c(b) = qc(b) + (1 — q)c} (b)), (12)

where ¢ is the proportion of firms X in the industry. Let 5~ denote the industry-specific
profit that corresponds to the maximum of the R&D function c¢(b). If 0 < b* < b, the
maximum of the R&D function lies within the range of industry-specific profit b €
(0, b). Hence the R&D function ¢(b) is likely to be inverse U- or V-shaped. I assume
that condition (10) holds which means the function ¢} (b) is inverse V-shaped, and the
function ¢ (b) is either inverse V-shaped or decreasing in the industry-specific profit b.
If the firms-specific profit is relatively low, so that

f<;Q+R2 (12)

the R&D-expenditure function of firms X ¢ (b) is inverse V-shaped (see (11)). Then
the maximum of the R&D function ¢(b) is at 0 < b* < b. The shape of the function
depends on the firm-specific profit f:

e If f=0, the R&D function c(b) has the same inverted-V shape as the R&D-
expenditure functions of firms X and firms Y. See Panel 2A for an example of
an inverse V-shaped c(b).

e IfO<f< i(l + R)?, the shapes of ¢ (b) and ¢} (b) are different. Because
the R&D function c(b) is a weighted average of ¢ (b) and ¢} (b), the maxi-
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mum of the R&D function c(b) is at 0 < b* < b. See Panel 2B for an example
of the corresponding (inverted-U) R&D function c(b).

Figure 2: Examples of R&D-Expenditure Functions
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The figure shows examples of R&D expenditure functions of firms X ¢ (b), firms Y ¢! (b), and of
an average firm c(b). The parameters common to all panels are R = 10, ¢ = 5, p = 0.5, and
b = 100.

If the firms-specific profit is relatively high, so that

fz;A+R2

the R&D-expenditure function of firms X ¢ (b) is decreasing in b. Then the shape of
the R&D function c(b) depends on the slope of ¢! (b):

e In the higher part of the industry-specific-profit range where c} (b) = c¢;(b),
the part of the R&D function ¢(b) is clearly decreasing.

e In the lower part of the industry-specific-profit range where ¢! (b) = b, the
slope of the part of the R&D function c(b)is given by
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6c(b) qpo b
= = ———|1+R—-—0= 1—q). 13
&b Zb( * Gb>+( 9) (13
The function c(b) is convex because
&%c(b 2
c(b) _ 9 o
8b? 2b?

Thus the function c(b) is increasing in b, if the slope of c(b) is positive for b = 0. Sub-
stituting b = 0 into (13) and solving for R, I find that c(b) is increasing if

R<2aog-1. (14)
qU

Because the part of the R&D function ¢(b) is always decreasing, the entire R&D func-
tion ¢(b) is inverse V-shaped if c(b) is increasing, that is if

R>ZB(1 )—1
i q .

For an example of this outcome, see Panel 2C. For an example of the outcome where
condition (14) does not hold, see Panel 2D.

Next, I discuss the shape of the relationship between the industry-specific profit and the
technology gap. The measure of the technology gap used in Aghion et al. (2005) and
Hashmi (2005) is the industry average of firm-level technology gaps, where the tech-
nology gap of firm i is given by

TFP, — TFP,

1
TFp, (15

where TFP; is total factor productivity of the technology leader, and TFP; is total factor
productivity of firm i. TFP is usually calculated as value added divided by a weighted
average of input units used in production.

In the context of my model, firm i may have relatively high total factor productivity
compared to other firms for two reasons:

e Firm i has better technology which means that it has higher revenue or lower
costs than other firms. The reward r(b)\/c_i is the measure of the size of tech-
nology.

e If firm i has a higher profit due to other firm-specific factors, it might mean
that its structural characteristics or resources make it possible for the company
to have higher revenue using similar quantities of inputs. If firm i has a posi-
tive firm-specific profit f, it is likely to have higher TFP than firms with no
firm-specific profit.

Consequently, I define the technology gap as an average difference between profits of
leaders and other firms in the industry due to technology or other firm-specific factors.
The technology gap is determined by the distribution of technology after the innovation.
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There are four groups of firms with different technology gaps after the innovation in a
given period:
e Successful innovators X with the technology gap G = 0.
e Failed innovators X with the technology gap G¥ (b) = r(b)/c¥ (b).
e Successful innovators Y with the technology gap G¥ (b) = f + r(b)/ ¢ (b) —
r(b)yc{ (b)

e  Failed innovators Y with the technology gap GF (b) = f + r(b)/ ¢ (b).

Weighting the differences in profits by the share of different groups of firms in the in-
dustry, we get the technology-gap function

G(b) = qpGE +q(1 = p)GF () + (1 — pGi(b) + (1 — q)(1 —p)GS (b).  (16)

Let b%* denote the industry-specific profit that corresponds to the maximum of the
technology-gap function G(b). If 0 < b* < b, the maximum of the technology-gap
function lies within the range of industry-specific profit b € (0, b). Hence the technolo-
gy-gap function G(b) is likely to be either inverse V- or U-shaped. On the other hand if
b = 0, the maximum lies at the lowest possible industry-specific profit = 0, and the
technology-gap function is likely to be decreasing in b.

In this subsection, I discuss the shape of the technology-gap function if the condition
(10) holds, which implies that ¢} (b) is inverse V-shaped and cf (b) is decreasing or
inverse V-shaped. If the firm-specific profit is relatively high so that

fzi0+R?

the function ¢ (b) is decreasing in the industry-specific profit b. Then the technology-
gap function G(b) is decreasing in b because the technology-gaps of failed innovators X
and Y GZ(b) and GY (b) and of successful innovators Y G (b) are decreasing in the

industry-specific profit b. The technology-gaps G¥ (b) = r(b)\/cf(b) and G} (b) =
f 4+ r(b)y/cf(b) are decreasing because both r(b) and ¢ (b) are decreasing in the in-
dustry-specific profit b. GY¥(b) = f + r(b)(\/cl-x(b) - ‘/ciy(b)) is decreasing in b be-

cause r(b) is decreasing in b and

\/cgf(b)—\/c{(b):Jc;(b)—ﬁifb < ¢f(b)

J%—\/@=Oiszc;(b)

is either decreasing in b or zero.

a7

If the firm-specific profit is relatively low so that
f<z@+R)?,

the function ¢ (b) is inverse V-shaped. Then the shape of the technology-gap function
depends on the slope of ¢*(b):
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e In the higher part of the range of industry-specific profit where ¢ (b) = c; (b)
(the function ¢;(b) is decreasing in b), the technology-gap function G (b) is
always decreasing in b for the reasons explained in the previous paragraph.

e In the lower part of the industry-specific-profit range where ¢(b) = b + f,
the shape of the part of the technology-gap function G (b) depends on the size
of the firm-specific profit f:

If f = 0, the function G(b) is increasing at low industry-specific profit b be-
cause the technology gap is zero for b = 0 and positive for b > 0.
fo<f< %(1 + R)2, the function G (b) may be both increasing or decreasing

aG (b . . .
because 96®) may be positive or negative. What we know is that the slope of

ab
G (b) is decreasing in the firm-specific profit f because
ob
aZg(b)_(l ) 1+R—7 o
obof  \p 4+ )2 2bJb+T

To summarize, if condition (10) holds (c} (b) is inverse V-shaped), the shape of the
entire technology-gap function G(b) depends primarily on the firm-specific profit f:

e Iff=0,then0 < b* < b and the technology-gap function is inverse V- be-
cause G(b) is decreasing in the industry-specific profit » and G(b) is increas-
ing at low b.

o If0<f< %(1 + R)?, then b%* < b, which means that the technology-gap
function is likely to be either decreasing or inverse U- or V-shaped. Moreover,
the slope of the part of the technology-gap function G (b) in this situation de-
creases with increasing firm-specific profit f. It means that the entire technolo-
gy-gap function G(b) is more likely to have the maximum at b = 0 if the firm-
specific profit fis high.

o Iff> i(l + R)?, the technology-gap function G(b) is always decreasing in b.

Figure 3 shows examples of the R&D functions c¢(b) and the technology-gap functions
G(b) for different levels of the firm-specific profit f. If fis low, the R&D function c(b)
and the technology-gap function G(b) are first increasing and then decreasing in indus-
try-specific profit. The shapes of these functions roughly correspond to relationships
found by Hashmi (2005). The higher the f, the more decreasing is the part of the tech-
nology-gap function G(b) corresponding to the low industry-specific profits ». The
shapes of both functions resemble to the shapes of the relationships found by Aghion et
al. (2005).

3. Robustness of the Model

In this section, I discuss the robustness of predictions of the basic model for the maxi-
mum industry-specific profit b = 100. First, I discuss the properties of the parameter
space for which the R&D function c(b) has maximum at the industry-specific profit 0 <
b" < 100, forming an inverted-V or inverted-U relationship. Then I present the condi-
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tions for which the technology-gap function G(b) has maximum at 5% = 0 or 0 < b% <
100.

Figure 3: Examples of R&D and Technology-Gap Functions
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The figure shows examples of the R&D expenditure of an average firm c(b) and of the technolo-
gy-gap function G(b) for different levels of the firm-specific profit f. The parameters common to
all panels are R=10,0=5,p=0.5,¢=0.5,and b = 100.

For clarity of presentation, I split the parameter space into two parts depending on the
relative size of the firm-specific profit f. I have shown in the previous section that if the
firm-specific profit is low enough so that

f<;Q+R2
the R&D function ¢(b) is inverse U- or V-shaped if the opportunity parameter
R >0 (LB) and R <19 — o (UB)), (18)

where o > 0 is the slope parameter. Panel 4A presents the parameter space described by
condition (18). The R&D function is inverse V- or U-shaped for all combinations of the
opportunity parameters R and the slope parameters ¢ corresponding to the points be-
tween the upper and lower boundaries. The panel shows that the distance remains con-
stant for different values of the slope parameter o. On the other hand, if the firm-specific
profit is high enough so that

fziA+R)

the R&D function is inverse V-shaped if the opportunity parameter

R>0o (LB) and R< 19— 0 (UB)) and R < %(1 —q)—1(UB,), (19)

where g € (0,1) is the share of firms X in the industry. There is one lower boundary LB
and two upper boundaries UB; and UB,. If UB, < UB,, we have the same situation as in
(18). If UB, > UB,, the difference between the boundaries is decreasing in the share of
firms X in the industry g and slope parameter ¢ and constant in all other parameters.
Panels 4B present three parts of the parameter space determined by conditions (19) for
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the slope parameters ¢ = 5, 10, and 15. The R&D function c¢(b) is inverse V-shaped for
all combination of the opportunity parameter R and the share of firms X in the industry ¢
that correspond to points within the areas to the left of the lines (the lower horizontal
line is LB, the upper horizontal line UB|, the decreasing line UB,). The panels show that
a reduction in the slope parameter o increases the parameter space for which the R&D
function ¢(b) is inverse V-shaped.

Figure 4: Combinations of Parameters for which 0 < b* <100
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The figure shows the combinations of parameters for which 0 < b* < 100. The parameter combi-
nations lie between the lines LB and UB; in Panel A, and in the area to the left of the lines in
Panel B.

Figure 5 presents the parameter space that determines the shape of the technology-gap
function G(b) given condition (10) holds. The lines are given by f = i(l + R)?, or

inversely by R = 2\/1_’ — 1. The technology-gap function G(b) is inverse V-shaped for
all parameters along the vertical axis (f = 0). It is decreasing for all combinations of
parameters corresponding to the points to the right of the line. For the remaining combi-
nations of parameters, the technology-gap function G(b) has the maximum either at 0 <
b < 100 or at b% = 0.

The main findings of this section are as follows: If the firm-specific of profit f is low,
the predictions consistent with the findings of Hashmi (2005) are generated for a wider
range of other parameters. On the other hand, if fis high, the predictions correspond to
the empirical findings of Aghion et al. (2005) for a wider range of parameters. We may
use a higher firm-specific profit f for explaining the empirical findings of Aghion et al.
(2005) and a lower f for explaining the findings of Hashmi (2005), because Aghion et al.
(2005) use broader definition of industries (two-digit SIC code) than Hashmi (2005)
(four-digit SIC code). The intuition behind this reasoning is straightforward. Firms in
more broadly-defined industries are likely to differ more in their structural characteris-
tics or resources. Therefore, the differences in profits due to other firm-specific factors
are likely to be higher in such industries. This assumption is also supported by the dif-
ference in the technology gap found in Aghion ef al.’s UK data and Hashmi’s US data.
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Despite the fact that the patent citation per industry is substantially lower in the UK data
than in the US data (the mean citation-weighted patents are 6.6 in the UK and 16.6 in
the US data), on average, the technology gap is higher in the UK data (the mean tech-
nology gap is 0.35 in the UK and 0.22 in the US data) (Hashmi 2005, p. 12). The firm-
specific profit fis therefore likely to be higher in the UK than in the US data.

Figure 5 Combinations of Parameters That Determine the Shape of G(b)
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The figure shows the combinations of parameters for which the technology-gap function G(b) is
decreasing or inverse V- or U-shaped for the maximum industry-specific profit b = 100.

4. Conclusion

This paper introduces a model of innovation in which firms choose R&D expenditures
in order to maximize their expected profits subject to the R&D-expenditure constraint.
Using specific combinations of parameter values, I have shown that the model is able to
explain the empirical findings of Aghion et al. (2005) and Hashmi (2005). Besides that,
I have also shown that the model provides the required predictions for a wider range of
parameters around the specific combinations of parameters. I have found that if firms
earn similar profits, predictions of the model resemble the empirical finding of Hashmi
(2005) for a wider range of parameters. On the other hand, the higher the difference
between profits of firms in the industry, the wider is the range of parameters for which

the predictions of the model correspond to the empirical findings of Aghion et al.
(2005).

The model presented in this paper could be used for deriving alternative testable predic-
tions. For instance, it would be interesting to test whether there is an inverted-U rela-
tionship between profitability and innovation of individual firms, or whether the shape
of the relationship between profitability and technology gap depends on average differ-
ences in profitability in the industry. Should the model receive sufficient empirical sup-
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port, the explanation presented here might have policy implications in several fields,
such as competition policy, or formulation of the optimal intellectual property rights
regime.
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