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Abstract 

The objective of this paper is to investigate how the housing market and credit market factors 
contribute to US business and interest rate cycles in a time-varying transition probability modeling 
framework. The Markov switching results appear to exhibit periods of low-growth regime and high-
growth regime for both house and credit markets. The study also shows that the transition 
probabilities reflecting the regime switching behavior of business and interest rate cycles vary over 
time as functions of the house and credit market. We find that both the housing market and credit 
market contribute to whether the economy remains in a high-growth regime or moves into low-
growth regime, and whether the interest rates remain in a low or high-growth regime. The results 
show that the housing market plays a leading role in affecting the time-varying probabilities between 
regimes for the business and interest rate cycles. 
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1. Introduction 

Housing market fluctuations have a strong positive relationship with business cycles. Since housing 
market credit conditions may significantly affect the collateral value of houses, the fluctuations in 
house prices play a significant role in determining household borrowing conditions, and thereby the 
growth cycles of an economy. Semmler and Bernard (2012) point out that the 2008 financial crisis was 
in fact a housing market crisis resulting from some macroeconomic changes, such as financial market 
liberalization; low interest rates and easy credit conditions with leveraged loans stimulated financial 
derivatives, including varieties of new financial innovations. The authors argue that if borrowing is 
not fully covered by the collateral value of assets, leveraging may trigger asset price boom/busts, and 
hence, financial disturbances. At this point, we should pay more attention to the linkages between 
leverage and expectations. In a financial market, employed by sophisticated derivative financial 
instruments without real reserve restrictions, leverage and expectations combine to form a self-
fulfilling process; this implies higher asset prices, and thus collateral values, inducing both borrowers 
and lenders to feel more optimistic, and hence, leading to decreased minimum leverage ratio 
requirements. Growth in leveraged loans will result in higher asset prices, which will be driven up 
even further, as well as reinforcing positivity and optimism, thereby revealing higher leverage levels, 
which may entail significant financial risks (Howitt, 2001).  

Using short-term nominal interest rates as the main instrument of monetary policy is another key 
issue in mainstream macroeconomic models. Much of the pioneering academic and policy works have 
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discussed the role of interest rates throughout the boom-bust cycles of an economy. Since monetary 
shocks can affect an economy via interest rates, this is an important channel of business cycles. Interest 
rates, as a function of exogenous forces, play a key role in the mainstream theories of business cycles. 
However, the link between interest rates and house price bubbles is intuitive; expansionary monetary 
policies cause higher bond prices and lower interest rates and, consequently, fluctuations in asset 
price boom-bust cycles. For instance, lower interest rates stimulate consumption of durable goods, 
encourage additional investment spending and finally, increase the demand for credit and assets. 
Particularly, as Kim and Coulson (1999) stated, lower interest rates can significantly affect the cost of 
financing and mortgage rates, which may eventually lead to a rise in housing prices and motivate the 
commencement of  new housing . In short, interest rates play a crucial role in both business cycles and 
housing market boom and bust phases. Consequently, low interest rates will almost certainly drive up 
property prices, and vice versa if high interest rates prevail in the money market. Conversely, if the 
economy is overheated when inflation increases, central banks raise interest rates, home sales slump, 
and finally, economic activity begins to slow. In short, interest rates play a crucial role in both business 
cycles and housing market boom and bust phases. In this sense, we examine the role and the cyclical 
behavior of interest rates and economic growth based on an empirical analysis of changes in regimes 
in the U.S. housing market in a credit-driven perspective.  

The methodology of this paper comes from the papers of Hamilton (1989), Chauvet (1998, 1999) 
and Sun (2012). The aim is to investigate whether the housing market and the credit market factors 
contribute to US business and interest rate cycles. The model used is a common factor model 
suggested by Stock and Watson (1991, 1993), Chauvet (1998, 1999), which is built from a dynamic 
factor based on the extraction of principal components from a large number of real estate market 
indicators, Hamilton's (1989) regime switching model, which characterized by the time series 
behaviors in different regimes, and finally Filardo’s (1994) time-varying transition probabilities for 
Markov Regime switching model, which let transition probabilities vary over time as the specific 
transformations of lagged observations. 
Chauvet (1998, 1999) built a dynamic factor model of the Stock and Watson (1991, 1993) model to 
extract the common movement underlying a set of variables that lead to inflation and extends 
Hamilton's approach using a multivariate Markov switching dynamic factor model to capture 
business cycle and stock market factor movements. In this study, we derived common factors for the 
two parts of the US housing sector using the same data and method as presented by Sun (2012) and 
Chauvet (1998, 1999). In this sense, two different approaches are considered to examine the housing-
business cycle and housing-interest rate cycle relationships. First, a Univariate Markov regime 
switching model is used to analyze the regime switching behavior of each common factor. Then, to 
examine whether the housing or credit market factors play a leading role in business or interest rate 
cycles and to determine whether the transition probabilities can vary with the business and interest 
rate cycles, we estimate the Markov-Switching two-regime autoregressive model, using variable-
dependent transition probabilities for the case of U.S. Housing market, Filardo’s (1994) time-varying 
transition probabilities for Markov Regime switching model is specified for each common factor. Both 
the housing market common factor and credit market common factors are expected to influence the 
fluctuations of business and interest rate cycles. Thus, the main contribution of this study is that it 
examines whether the effects of changes in house and credit market common factors on business and 
interest rate cycles differ in times of high growth and low growth regimes when allowing the 
transition probabilities driven by the lagged common factors  to vary over time.  

The rest of this paper is organized as follows: Section 2 presents a literature review. Section 3 
provides a discussion of the empirical methodology and data. Section 4 presents the empirical results. 
Section 5 is the conclusion. 

2. Literature review  

Many studies focus on modeling the linear and nonlinear relationships between the housing market 
cycles and business cycles. Jin and Zeng (2003) build a three-sector model driven by monetary and 
productivity shocks to investigate the relationship between house prices, residential investment and 
business cycle for the U.S. data. They show a procyclical behavior of house prices and business cycles 
as well as residential investments. Based on a decomposition of quarterly state level house prices 
between 1986 and 2005 using a dynamic factor model, Del Negro and Otrok (2005) attributed a limited 
role to the long term interest rates in explaining the house price fluctuations across U.S. states. Ceron 
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and Suarez (2006) estimated house price volatilities for 14 countries using the Markov regime 
switching model and found that the movements of house prices can be explained by the GDP growth 
and interest rates, and additionally, that low and high regimes of the house price volatilities were able 
to predict house price movements. Moreover, their results demonstrated that the duration of regimes 
of house price volatilities lasts about 6 years on average. Cunningham and Kolet (2007) estimated the 
durations and correlations of housing market cycles using panel data at the aggregate and city level 
for the U.S. and Canada. The authors found that there is a high correlation in house price cycles 
among the U.S. and Canada cities. Beidos-Strom et al. (2009) investigate some developments in 
housing finance and their linkage to the macroeconomic conditions using a synthetic index of the 
mortgage market which consists of six indicators derived from the 16 emerging economies. They find 
that mortgage markets lead to lower consumer spending volatilities. Ghent and Owyang (2010) 
examine the link between residential investment and business cycles using housing permits and 
employment data for the U.S. between 1984 and 2008. Although they find a close link between 
national housing permits and the city’s employment, they found no direct evidence to suggest that a 
city's permits or prices influence its business cycle. They conclude that house price is not a good 
leading indicator for forecasting the cyclical turning points, which is seemingly contradictory to 
previous studies. Alvarez et al. (2010) examine the link between housing cycles and business cycles 
and investigated synchronizations across the four largest euro area countries. They find that, while 
idiosyncratic factors play a major role in housing cycles, the growth cycles are highly synchronized 
across the euro area countries. On the other hand, Ferrara and Koopman (2010) find no evidence of co-
movements of the housing cycles across the Euro area in spite of a strong common cycle between 
French and Spanish housing cycles. Christidou and Konstantinou (2011) performed a study by 
assessing a VAR model for the 48 U.S. states between 1988 and 2009 to examine the effect of monetary 
policy shocks on real house prices and housing investments and investigate the macroeconomic 
effects of wealth shocks in housing market. The results suggest that that the transmission of monetary 
policy is heterogeneous among the U.S. states.  

In addition to the above, a large number of existing studies in the literature have examined the link 
between interest rate and house price cycles. Himmelberg et al. (2005) compared house price 
dynamics and changes in fundamental determinant factors for the housing market using a user-cost 
formulation for 46 metropolitan areas in the U.S. between 1979 and 2004. The study suggests that that 
house price changes are sensitive to changes in interest rates, especially in areas where prices grow 
relatively faster. Moreover, they show a self-fulfilling mechanism between the sensitivity of house 
prices and house price expectations. Mc Carthy and Peach (2004) examined house price and interest 
rate dynamics between 1999 and 2004 for U.S. states. Their findings indicate that interest rate is an 
appropriate measure of affordability and earnings of homeowners, and moreover, fundamentals of 
the economy can explain house price patterns. However, they found no evidence of bubbles except in 
a few states. Martinez Pages and Maza (2003) is another study examining the evolution of house prices 
as a function of gross disposable income and interest rate using an error correction model between 
1978 and 2002 for Spain. The result suggests that both income and interest rate are explanatory factors 
for house price patterns. Englund and Ioannides (1997) estimated the effects of GDP growth rate and 
interest rate on house price cycles and reported a high significant autocorrelation for those countries 
using a panel of 15 OECD countries between 1970 and 1993. Furthermore, their findings revealed a 
strong linkage among house price movements, real interest rate changes and GDP growth rate. 
Mc  Donald and Stokes (2011) studied the effects of the federal funds rate on the U.S. house price 
index using VAR-based Granger causality tests, for the period between 1987 and 2010. The authors’ 
finding is that there is a unidirectional causality running from the federal funds rate to the house price 
index with an inverse relationship between the house price index and the federal funds rate. A similar 
study was applied by Jarocinski and Smets (2008) using a VAR model with nine endogenous variables 
to examine whether the changes in housing prices are caused by the federal funds rate using data 
from 1987 to 2007. They pointed out that the impulse response of house prices to the federal funds rate 
is statistically significant and negative.  

Empirical evidence on the leading role of house price dynamics with respect to the business cycles 
in the UK, US and Spain was also developed by Dufrenot and Malik (2012) and tested with a time-
varying transition probability Markov switching model. The authors conclude that business cycle 
turning points may be attributed to asymmetric house price fluctuations, which may lead to recessions 
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in the following period. Finally, there is a substantial body of work that investigates housing market 
fluctuations under various macroeconomic and financial factors. Bordo and Landon-Lane (2014) claim 
that booms in housing and commodity markets may have been preceded by expansionary monetary 
policies. S ́a et al. (2014) provides evidence on the role of shocks to capital inflows in leading to the 
occurrence of housing fluctuations. Kim and Chung (2016) claim that changes in house prices 
significantly affect the transition of the US economy between the recession–expansion phases. More 
recent empirical studies on housing market dynamics include investigating linkage and transmission 
channels within credit market conditions (Agnello, et al., 2018), financial markets (Wang & Zong, 
2019), monetary policy shocks (Chatziantoniou, et al., 2017), households’ expectations (Huang, 2019), 
securitization, mortgage sector liberalization and government involvement (Angello, et al., 2019), 
population growth and air quality (Funke, et al., 2019) and cost of housing burden (Tsai, 2019). 

3. Data and Methods 

Two different common factors are derived from the US house and credit markets’ series separately. 
Following the same approach and procedure as Sun (2012), the model is based on the U.S. housing 
market common factors derived from two sets of quarterly data. The dynamic factor model, 
introduced by Stock and Watson (1991, 1993), extracts a common factor from four coincident 
macroeconomic variables. This unobservable variable represents the general “state of the economy.” 
Both series cover the periods from 1974Q1 to 2013Q2. Each factor, representing the house and credit 
market, is extracted from four variables. A dynamic factor model with the Kalman filter is used to 
construct a common factor of the housing market and house credit market separately. The housing 
market common factor is constructed based on the following series: new private housing units 
authorized by building permits (PHU), new single family houses sold (SFH), median sales price of 
new homes sold (MSP) and new privately owned single housing unit starts (NPH). Following the 
same procedure above, four series are selected to represent the credit market: The conventional 
(30-year fixed) mortgage rate (FMR), real household credit market debt outstanding (CDO), real 
households and nonprofit organizations home mortgages (HMD) and the house rental vacancy rate 
(HRV). The MSP, CDO and HMD are deflated by 2005 prices with the Consumer Price Index (CPI for 
All Urban Consumers: All Items Less Food & Energy), obtained from the U.S. Department of Labor: 
Bureau of Labor Statistics. All variables, except the CDO and MSP series which are in percentage 
points, are used in natural logarithmic form. The extracted dynamic factors are compared to cyclical 
fluctuations in real Gross Domestic Product (GDP) (billions of chained 2009 Dollars), seasonally 
adjusted, which is obtained from Federal Reserve Economic Data (FRED) and used in one hundred 
times the first difference of the logarithm. The interest rate is represented by the effective federal 
funds rate which is derived from the Board of Governors of the Federal Reserve System. Figure 1a and 
1b plots the housing market and credit market common factor components, respectively.  

Most of the time, series models which have attempted to examine the behavior of real estate 
markets are limited by their linear form, which are incompatible with the asymmetric behaviors. To 
highlight this limitation, we apply the Markov switching model of Hamilton (1989, 1994), also known 
as the regime switching model.  

To investigate a causal link from the housing market and credit market to business and interest 
rate cycles, we employ Hamilton’s (1989) state dependent Markov-switching model. The AR(4) 
process is chosen primarily due to the quarterly data modeled in this study, as well as the fact that 
popular applications in business cycle research are built with the AR(4) process in two different 
regimes (see e.g. Hamilton, 1989; Durland & McCurdy, 1994; Goodwin, 1993; Moolman, 2004). A two-
state Markov Switching autoregressive model (MS-AR) can be described as follows: 
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Fig. 1a. Housing Market Common Factor Components. Source: Federal Reserve Economic Data 
(FRED). 
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Fig. 1b. Credit Market Common Factor Components. Source: Federal Reserve Economic Data (FRED). 

where Δyt represents the dependent variable switching between the regimes; that is, based on the 
employed model, it will be the first difference of log of real GDP as a proxy for business cycles or the 
first difference of federal funds rate as a proxy for interest rate cycles or the first difference of the 
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house and credit market common factors. st is the mean of the variable growth when the variable is 

at regime St. Our model is a two-regime Markov switching autoregressive model, where the term St is 
the latent regime variable which could take the value of 1 or 2 depending on the state or regime of the 
variable. St = 1 or 2, which switches between the low and high growth regimes for the interest rate, or 
between the low growth rate and the high growth rate regimes for the GDP growth, housing market 
and credit market. The unobservable state variable is governed by a first order Markov chain with a 
constant transition probability matrix (P): 
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where  pij are the transition probabilities from state i to regime j.  

 We also employ the Time-Varying Transition Probabilities (TVTP) model, as Filardo (1994) 
proposed, to capture the transition probabilities between the regimes that might give information 
about the economic environment. Since variations in the transition probabilities lead to variations in 
the expected durations, this methodology allows us to detect how transition probabilities change 
throughout the business cycles.  The advantage of TVTP modeling is that it allows transition 
probabilities to be time-varying. (Filardo, 1994; Filardo & Gordon, 1998).   
  To employ the model, first of all, a connection should be created between the transition 
probabilities and the probability inferred on the state of the economy (Filardo, 1994). The probability 
inferred on the state of the economy in time t can be calculated by integrating the effect of the past 
values of yt and the probability density function. Once the ML estimates are obtained, we are able to 
calculate the probability of St=1 or St=2 for each time period.  The transition probabilities are modeled 
as follows: 
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where 1tz   is the lagged common factors,  1  and 2  are the coefficients that determine the effect of 

the 1tz   on the time variation of p and q respectively. By employing the TVTP model, we investigate 

whether the relevant common factor (Zt) plays a dominant role in influencing the regime switching 
process of GDP and interest rate. That is to say, we consider whether the coefficients of the market 
common factor θpj and θqj are statistically significant to capture the regime changes during business 
and interest rate cycles (Compton & Silva, 2005). 

4. Empirical results 

4.1. Univariate Markov Switching Model 

Table 1 presents the Markov switching parameters and the maximum likelihood estimates for the 
housing market common factor from 1974:Q2 to 2013:Q2. The low growth (negative mean) of the 
housing market factor is at state 1, which is associated with the NBER recessions; on the other hand, 
the high growth (positive mean) of the housing market factor is represented by regime 2, which is 
associated with the economic expansion periods. Autoregressive coefficients and post-estimation tests 
are not reported, but available from the author upon request. The mean of regime 1 is -0.664 and the 
mean of regime 2 is 0.123. The log likelihood for this model is -62.980. The probability of the high 
growth housing market occurring is 0.957 compared to the probability of 0.660 for the low growth 
housing market regime. For the credit market, Table 1 also details the respective Markov switching 
parameters and shows the maximum likelihood estimates for the housing market common factor from 
1974:Q2 to 2013:Q3. The log likelihood for this model is -153.224. The low growth regime of the credit 
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market factor is at regime 2, which is associated with the NBER recessions; on the other hand, the high 
growth regime of the credit market factor is at regime 1. The mean of regime 2 is -2.033 and the mean 
of regime 1 is 2.979. The probability of the high growth in credit market occurring is 0.951, compared 
to the probability of 0.884 for the low growth credit market regime. In the model, “recession” refers to 
business cycle contraction with low mean growth regime. The NBER declares a recession as "a period 
of falling economic activity spread across the economy, lasting more than a few months." In this study, 
the Markov-switching regimes are closely related to NBER-dated recessions and expansions. 

Table 1 
Parameter Estimates of the Respective Market Segment Markov Switching Model 

 Housing Market Credit Market 
Parameters Estimate Estimate 

μ1 -0.664 (0.550) * 2.979 (0.589) 
μ2 0.123 (0.476) -2.033 (0.527) 
p11 0.660 0.951 
p22 0.957 0.884 

Log L -62.980 -153.224 

The numbers in parentheses are asymptotic standard errors 
* indicates that the p-value is not significant at 5% level 

Source: own study. 

Figure 2 presents the smoothed probabilities for the housing market. The housing market common 
factor switches to a low growth regime in 1974, 1980, 1981-82, 1990-91 and 2007-2009, coinciding with 
the recessions throughout the period. The housing market factor fails to switch in the neighborhood of 
the 2001 recession. Indeed, the smoothed probabilities show that the financial crisis of 2001 and dot-
com bubble had little effect on the housing market sector. The results appear to show that the housing 
sector plays an important role in determining business cycle fluctuations; furthermore, any change 
from a high growth regime to a low growth regime of the housing sector points to recessions for the 
periods 1974, 1980, 1981-82, 1990-91 and 2007-09.  

 

 

Fig. 2. Smoothed Probabilities for Low Growth Regime (Housing Market Common Factor). Source: 
own study 

Figure 3 displays the smoothed probabilities of the low growth regime for the credit market 
common factors, respectively. The credit market factor switches to a low growth regime over the 1975, 
1980, 1981-82 and 2008-09 recessions. The credit market factor presents weak spikes a quarter after the 
1990-91 recession begins and during the 2001 recession. 
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Fig. 3. Smoothed Probabilities for Low Growth Regime (Credit Market Common Factor).  Source: own 

study. 

4.2. Time-Varying Transition Probabilities Model 

In this section, we investigate to what extent a set of leading variables, Zt, the lag of the housing 
market and house credit market common factors, affect the business and interest rate cycles. A 
possible housing market-business cycle and housing market-interest rate cycle dynamics that capture 
Filardo’s time varying transition probability can be seen in  Table 2, which details the TVTP estimation 
results for both common factors as shown by the parameters θp1 and θq1. For the housing market 
common factor as a leading variable for the real GDP cycles, θp1 is positive and statistically significant, 
while θq1 is negative and not statistically significant. That is, an increase in the housing market 
common factor leads to a higher probability of remaining in an expansionary regime associated with 
higher interest rates. This shows that the housing market common factor provides strong predictive 
power forthe GDP growth regime switching and supports the statement that the housing market 
plays a crucial role in the occurring GDP fluctuations. When considering the housing market factor as 
a leading indicator for the interest rate regime changes, θq1 is statistically significant and negative, and 
θp1 is statistically significant and positive. That is to say, higher growth in the housing market factor is 
associated with higher probabilities of being in the high interest rate regime. 

Table 2 
Time Varying Transition Probability Coefficients 

 Real GDP Cycles Interest Rate Cycles 
 Housing Market Credit Market Housing Market Credit Market 
Parameters Estimate Estimate Estimate Estimate 
μ1  0.824 (0.055) 0.815 (0.062) 2.120 (0.232) 2.081 (0.234) 
μ2  -1.052 0.214) -1.014 (0.349) -0.730 (0.110) -0.748 (0.113) 
θp1 5.020 (1.178) 3.737 (0.725) 2.205 (0.174) 1.914 (0.557) 
θq1 -5.330 (1.945)* -4.956 (3.064)* -2.895 (0.469) -2.820 (0.450) 
Time-varying transition probabilities 
p11 0.939 0.974 0.878 0.853 
p22 0.945 0.948 0.941 0.943 
Log L -163.761 -169.976 -249.210 -256.391 

The numbers in parentheses are asymptotic standard errors 
* indicates that the p-value is not significant at 5% level 

Source: own study. 

When considering credit market as the leading variable for real GDP regime changes, θq1 is not 
statistically significant, while θp1 is positive and statistically significant, which shows that being in the 
high credit growth regime leads to higher probabilities of remaining in the GDP expansionary regime. 
That is, the economy continues to benefit from house credit flows, but credit crunches would harm the 
wider economy. This evidence also implies that the credit common factor is important in determining 
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the predictive power of business cycle regime switching. This is in line with the argument that credit 
expansion is one of the main factors in driving business cycles movements. For the interest rate regime 
changes, the time-varying coefficients indicate θp1 is positive and significant while θq1 is negative and 
statistically significant. In other words, an increase in the credit market common factor measure 
increases the probability of remaining in the high-growth interest rate regime in the next period. This 
might be due to the fact that the main determinant of interest rates in the post-war years is the U.S. 
Federal Reserve’s easy monetary policy, and hence, the expansion of credits and mortgages to high-
risk borrowers; this would mean that the federal funds rate is determined by liquidity preference 
conjointly with a supply of money from the banking system, and even if it is pegged by the Federal 
Reserve to keep the level of economic activity, it in turn reacts back on the demand for money since 
pegged rates tend to move procyclically (Nell, 1998).  

Our results show clear evidence that the house and credit market jointly play a crucial role in 
determining whether the economy remains in high growth and interest rate regimes. The states of the 
housing and credit markets have significant explanatory power in explaining regime fluctuations. 
Markov switching results display a close relationship between the housing market common factor and 
business cycles. The credit market common factor also supports a similar statement as credit market 
regime switching bears a crucial role in determining business cycles. In other words, the TVTP model 
shows evidence that both the housing market common factor and credit market common factor play 
an important role in changes between the low and high growth regime switching behaviors of GDP 
and interest cycles. Our empirical results are consistent with those reported in the studies by Dufrenot 
and Malik (2012), which assessed that the deflation of the housing boom might have led to a severe 
slump in the following period, and in accordance with findings reported by Kim and Chung (2016), 
which revealed that changes in house prices can contribute to the switching of the US economy 
between different regimes. 

5. Discussion and conclusions 

The purpose of this study was to examine the link between housing market common factors, business 
and interest rate business cycles using Time-varying Transition Probabilities model. The results here 
show that the regime behaviors of the housing and credit markets have significant explanatory power 
on business and interest rate fluctuations. First of all, the results show the existence of two regimes, as 
low and high growth regimes. Secondly, these findings provide strong support for the view that both 
the housing market and credit market common factors play a leading role for both business and 
interest rate cycles. These results support the view that the incorporation of regime shifts in the 
housing market and credit market may contribute to improving our understanding of boom-bust 
cycles of the general economy. 

These findings suggest that the incorporation of regime shifts in the house and credit market may 
help improve our understanding of the boom-bust periods of general economy. It can be noted that, 
the relative movements of real GDP growth and the real interest rate also have important 
implications. In a complex global financial system associated with high degrees of leveraged credits, a 
large divergence might emerge between real estates and their financial counterparts since, for 
instance, if the real interest rate is higher than the income growth rate, then house credits will be 
expensive and real estate investments will look less attractive, which eventually leads to lower income 
growth. However, a cyclical pattern of interaction between the real and financial sides of the real 
estate market will eventually begin to emerge. The consequences of such interactions will be 
observable more strictly during crisis periods.  

This paper applies the Markov switching autoregressive model to U.S. data for interpreting 
housing sector cycles, interest rate cycles and business cycles, respectively. For future research, 
information regarding switching probabilities within a Bayesian framework using Markov Chain 
Monte Carlo (MCMC) techniques under a bivariate model, where both state-level data and national 
data are stacked in the vector of dependent variables would be more suitable for achieving more 
efficient estimation. Moreover, if the optimal number of regimes and regime-specific parameters are 
determined under a Bayesian framework, then the Markov regime switching model provides reliable 
prediction of macroeconomic cycles and their relationship with real estate valuation from historical 
data by Bayesian inference. 
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