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Abstract
This paper presents the principles of studying global spatial autocorrelation in the land property market, as well as the possibilities of using these regularities for the construction of spatial regression models. Research work consisted primarily of testing the structure of the spatial weights matrix using different criteria and conducting diagnostic tests of two types of models: the spatial error model and the spatial lag model.

The paper formulates the hypothesis that the application of spatial regression models greatly increases the accuracy of transaction price prediction while forming the basis for the creation of cartographic documents including, among others, maps of land value.
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1. Introduction
The level of real estate transaction prices is shaped by many factors, among which location is of special importance. The qualitative character of this feature is a serious limitation in using classical regression models for price analysis. Moreover, these models do not take into consideration spatial correlations between variables, hence both model parameters and the residual are not a function of location. However, the effect of location can be included in modeling in the form of spatial interactions – understood as the degree of correlation of prices in a given location with prices in other locations.

The main aim of the conducted research (the results of which are presented in this study) was to analyze the use of spatial regression models for real estate market analyses using the phenomenon of spatial autocorrelation of transaction prices.

2. Spatial autocorrelation of transaction prices
Location plays a special role among the many factors shaping the value of land properties and, as a result, transaction prices. It is composed of all determinants connected, among others, with socioeconomic and spatial factors, factors relating to space use, accessibility, the distance from places of employment or those relating to local facilities as well as nuisances (BASU and THIBODEAU 1998). A similar location of real estate should, therefore, correspond to similar transaction prices, with the assumption that they do not differ significantly in terms of physical or legal characteristics. It is thus justified to adopt the thesis that land property prices are spatially correlated.

Spatial autocorrelation is defined as the degree of correlation of the observed variable value in a given location with the value of the same variable in another location (SUCHEKI 2010). Spatial autocorrelation can be employed when the occurrence of a phenomenon in a spatial unit causes an
increase or decrease in the probability of the occurrence of this phenomenon in the neighboring units (JANC 2006).

The study of a spatial autocorrelation phenomenon requires, as a rule, determination of the spatial weights which represent the spatial relations presented in the form of a graph or matrix. In the case of a matrix notation, it is necessary to construct an adjacency matrix in which the relations between its elements are presented. The selection of the method of weight determination depends, to a large degree, on the nature of the analyzed phenomenon and on additional information not included in the set (LEŠAGE and PACE 2009). The obtained analysis results are highly dependent on the selection of weights, but it is not possible to provide objective patterns indicating in which case their individual types should be used (JANC 2006).

Spatial weights can be determined on the basis of contact analysis, distance or similarity (ANSELIN and BERA 1998). The most common neighborhood modeling method is the approach regarding the shared boundary of objects as the criterion of proximity (KOPCZEWSKA 2011). However, in the case of real estate properties which are the object of transactions, this is not appropriate because these objects relatively rarely neighbor each other (assuming a first-order neighborhood is intended). It seems more suitable to assume that these weights should be based on the criterion of distance. In the simplest case, one can create a matrix of neighbors within a $d$ km radius with binary elements ($w_{ij} = 1$ when object $j$ is $d$ or less away from object $i$ and in the remaining cases $w_{ij} = 0$). If we assume that distance is one of the key elements in real estate similarity, then we can use Euclidean measures applied for the coordinates of the centers of the analyzed real estate properties (particularly plots). In this case, the inverse distance or the square of the inverse distance can be used. Another solution is to base the weight matrix on the criterion of $k$ nearest neighbors resulting from Delaunay's triangulation. Ligas (2006) proposes, moreover, to take into consideration the similarity of real estate properties with respect to their market characteristics, including the respective component in the matrix of the spatial structure.

Spatial autocorrelation measures may have both a global (determining the strength and character of spatial autocorrelation for the whole set of units) and local character. The most often used global spatial autocorrelation measures are $I$ statistics, expressed by the following formula:

$$I = \frac{1}{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}} \cdot \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x}) (x_j - \bar{x})$$

where:

- $w_{ij}$ - weight of connections between unit $i$ and $j$,
- $x_i, x_j$ - values of variables in the spatial unit $i$ and $j$,
- $\bar{x}$ - arithmetic mean of variable value for all units.

The value of Moran $I$ statistics usually ranges from -1 to 1. The 0 value means a lack of spatial autocorrelation, negative values mean the occurrence of a varying level of the studied phenomenon in the neighborhood and positive values mean positive autocorrelation, i.e., the occurrence of a similar level of the studied phenomenon in the neighborhood.

The statistical significance of Moran $I$ statistics is verified by normalized $Z_I$ statistics, with a normal distribution at the expected value of 0 and variance of 1:

$$Z_I = \frac{I - E(I)}{\sqrt{\Var(I)}}$$

using the following approximations of the expected value and variance (CLIFF, ORD 1973):

$$E(I) = -\frac{1}{n-1}$$

$$\Var(I) = \frac{n^2 S_1 - n S_2 + 3 S_0^2}{(n^2 - 1) S_0^2} - \frac{1}{(n-1)^2}$$

where:
In the real estate market, it can be intuitively assumed that the spatial autocorrelation phenomenon should be clearly present. However, transaction prices are of course influenced by factors not connected with the location or connected with it indirectly (e.g., available utilities). The effect of these factors on transaction prices can be determined using statistical models and the use of the spatial autocorrelation phenomenon can improve their quality to a large degree.

2. Spatial regression models

The classical linear multiple regression model described extensively in literature (e.g., ISAKSON 1998; CZAJA 2001; BARAŃSKA 2002; BENJAMIN et al. 2004; SIRMANS et al. 2004; ADAMCZEWSKI 2006; BITNER 2007; SAWIŁOW 2010) is often used for the analysis of relations and dependencies between variables characterizing the real estate market. However, multiple regression models do not include spatial correlations between variables, hence both model parameters and the residual are not a function of the location. The solution to this problem can be the use of spatial regression models, including the effect of the location on the response variable.

Interdependencies or interactions in the real estate market can concern the response variable and explanatory variables, as well as a random component (SUCHCHECKI 2010). When these interactions concern an endogenous variable, spatial autoregression is involved. This means that the value of this variable from other locations influences the value of this variable at the analyzed location. If interactions concern the random component, the phenomenon of spatial autocorrelation of the random model component occurs. Of course, these interactions can also concern explanatory variables, i.e., a situation when the level of the explanatory variable from a given location is influenced by the values of exogenous variables from other locations is a case of cross spatial regression. Depending on the type of spatial interactions, two basic spatial regression models are most often used: the spatial lag model and the spatial error model (ANSELIN 1988; WILHELMSSON 2002; PÁEZ and SCOTT 2004; ARBIA 2006).

The general form of models including a spatial lag, also called spatial autoregressive models (SAR), is as follows (ANSELIN 1999; WALL 2004; ARBIA 2006):

\[ y = \rho Wy + X\beta + \varepsilon \]  

where:
- \( X \) - matrix of explanatory variables,
- \( \beta \) - vector of coefficients (model parameters),
- \( \varepsilon \sim N(0, \sigma^2 I) \) - is the vector of model errors.

Wy is called the spatial lag response variable. The coefficient \( \rho \) is the spatial autocorrelation coefficient. If spatial autocorrelation does not occur (\( \rho = 0 \)), then we obtain the classical linear multiple regression model.

If residuals in regression models are spatially correlated, the application of spatial models can improve the accuracy of the parameter’s estimation. Some variables with a spatial character can then be included in the model and the effect of other variables, which cannot be included in the model, will be expressed in the form of residuals (OSLAND 2010). This, consequently, means that the global autocorrelation dependency will be included in the form of model errors. The general form of the spatial error model is as follows (ANSELIN 2003):

\[ y = X\beta + \varepsilon \]  

\[ \varepsilon = \lambda W\varepsilon + \xi \]

where \( \lambda \) is the spatial autocorrelation coefficient and \( W\varepsilon \) is the spatial lag error, which should be interpreted as the mean error from neighboring locations (KOPCZEWSKA 2006), and \( \xi \) is the independent model error.

Before starting spatial analyses, we do not always have knowledge of the spatial dependencies which should be included in this analysis. The effect of the spatial factor is difficult to measure and its
representation in the form of a weight matrix depends largely on the arbitrary selection of the type of neighborhood criterion and the distance function. Before starting to test the functional form of the model, the Moran I test is used to find whether the residuals in the classical linear regression model show spatial autocorrelation. The aim of testing is to determine to which of two classes the model belongs: the class of spatial error models or spatial lag models. The tests require the estimation of an ordinary linear multiple regression model included in the null hypothesis. The alternative hypothesis is one of two forms of spatial models, established depending on the performed test. Two Lagrange multiplier tests are used to determine the type of spatial autocorrelation. They help to determine which case of autocorrelation occurs in a given model (Anselin 1988). The Lagrange multiplier test with the alternative hypothesis, including the spatial error model, has the \( \chi^2 \) distribution with one degree of freedom. The test statistics have the following form (Burridge 1980):

\[
LM_{err} = \frac{T_1}{T_2} \left( \frac{e^T W e}{\sigma^2} \right), \quad \text{where } T_1 = tr(W^T W + W^2)
\]  

The Lagrange multiplier test with the alternative hypothesis assuming the functional form of the spatial lag model, is based on testing statistics with an \( \chi^2 \) distribution with one degree of freedom (Anselin 1988):

\[
LM_{lag} = \frac{T_2}{T_1} \left( \frac{e^T W y}{\sigma^2} \right), \quad \text{where } T_2 = T_1 + \left( \frac{(W B^T M (W B)^T)}{\sigma^2} \right)
\]

If both tests prove insignificant, spatial autocorrelation has not occurred and the results of linear regression should be assumed. If only one of these tests is significant, the spatial regression model should be selected depending on the type of autocorrelation. The situation may become complicated if both of these tests are significant. Test versions which are robust to bad model specifications (Robust Lagrange Multiplier) should then be used. The robust-to-spatial-displacement test and robust-to-spatial-error test can then be compared. The appropriate regression model is selected on the basis of their significance. If both robust tests are statistically significant, such a model should be chosen for which the significance is higher (Anselin and Bera 1998; Janc 2007). The problem of no clear indication of the form of the model by tests often remains unsolved also in this case.

The use of the least squares method to estimate spatial regression models will cause biased and inconsistent estimators to be obtained (Anselin 1999), hence the most frequently used method for these models is the maximum likelihood method. This method consists of determining such model parameters for which the likelihood function reaches its maximum.

For an N-element sample taken from a population with a continuous probability distribution, the likelihood function \( L \) has the form:

\[
L(y, \beta) = \prod_{i=1}^{N} f(y_i \mid x_i, \beta)
\]

The problem can be reduced to determining the maximum of the function which is the logarithm of the likelihood function (Kuszewski 2007):

\[
l(y, \beta) = \sum_{i=1}^{N} \ln[f(y_i \mid x_i, \beta)]
\]

If the random component comes from an independent normal distribution with constant variance \( \sigma^2 \) and zero expected value, the logarithm of the likelihood function can be written as:

\[
l(y \mid X, \beta, \sigma^2) = -\frac{N}{2} \ln(2\pi \sigma^2) - \frac{1}{2\sigma^2} (y - X\beta)^T (y - X\beta)
\]

For spatial error models, the random component has a multi-dimensional normal distribution with an expected value equal to zero and a variance-covariance matrix with the form:

\[
V = \sigma^2 \left[ (I - \lambda W)^T (I - \lambda W) \right]^{-1}
\]
The logarithm of the likelihood function for this type of models will be (MAGNUS 1978, BREUSCH 1980, ANSELIN 1999):

$$\ln L = -\frac{N}{2} \ln(2\pi\sigma^2) + \ln[\det(I - \lambda W)] - \frac{1}{2\sigma^2}(y - X\beta)\T(I - \lambda W)(y - X\beta)$$  \hspace{1cm} (14)

For spatial lag models, the maximum likelihood method is based on the same assumptions as the above. The logarithm of the likelihood function is (MAGNUS 1978, BREUSCH 1980, ANSELIN 1999):

$$\ln L = -\frac{N}{2} \ln(2\pi\sigma^2) + \ln[\det(I - \rho W)] - \frac{1}{2\sigma^2}(y - \rho Wy - X\beta)\T(I - \rho W)(y - \rho Wy - X\beta)$$  \hspace{1cm} (15)

Detailed discussion on estimation of spatial regression models is presented in the extensive literature of the subject (among others, MAGNUS 1978; BREUSCH 1980, KELEJIAN and PRUCHA 1998; ANSELIN 1999; LIGAS 2006; SUCHECKI 2010; DEBARSY 2012).

3. Source data and the course of research

Research on the possibility of using the spatial autocorrelation phenomenon to construct regression models of transaction prices was carried out on the basis of the transaction prices of land properties designated for housing construction. These transactions were conducted within the city of Olsztyn in the years 2009-2011. The data on the transactions were obtained from the register of prices and values kept by the Department of Geodesy and Real Estate Management at the Olsztyn City Office. Before starting analyses, the data were selected and verified, removing data on transactions where the prices significantly diverged from the average value as well as data which indicated a non-market character of the transaction from the set used for analyses. Ultimately, data on 251 transactions were used.

Unit price was adopted as the response variable. The explanatory variables were the specific function (low- or high-intensity development), form of possession (ownership or perpetual usufruct), intensity of surrounding development (determined using the kernel density estimator), utilities, and geometric characteristics of the plot (shape and surface area). It should be added that the selection of explanatory variables and their measurement scales was the effect of thorough statistical analyses involving the construction of many experimental regression models. In the end, the author focused only on those variables whose effect on prices proved statistically significant.

A linear multiple regression model was constructed during the research and then, Moran I statistics were determined for both transaction prices and residuals from regression. Spatial weight matrices constructed on the basis of three criteria: k-nearest neighbors, a particular distance radius and inverse distance were used for that purpose. These matrices then served to construct spatial regression models in which the price depended not only on the adopted real property attributes, but also on prices or spatial lag residuals from regression. Six such models were constructed altogether.

If models estimated by the least squares method must be compared with spatial error and spatial lag models, not the coefficient of determination, but the values derived by maximizing the log-likelihood (LIK) function and information criteria: AIC (Akaike Information Criterion) or BIC (Bayesian Information Criterion) (ACQUAH 2010) are usually used. The respective formulas for the information criteria are as follows:

$$AIC = -\frac{2\ln L}{N} + \frac{2K}{N}, \hspace{1cm} BIC = -\frac{2\ln L}{N} + \frac{K\log(N)}{N}$$  \hspace{1cm} (18)

where K is the number of parameters in the model and N is the number of observations.

On the basis of the above criteria, individual models were evaluated and it was indicated which of them was best matched to the market data. R software was applied during the analyses using the package “spdep” and “sp”. GeoDa software was also used accessorily.

4. Research results

Estimation results of the linear multiple regression model by the least squares method are presented in Table 1. The scales of explanatory variable measurement were selected in such a way that the zero values corresponded to a typical real estate property. This allows the constant in the model to be interpreted as the average price of real estate properties with typical attributes.
Table 1

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>Std. error</th>
<th>t value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>255.601</td>
<td>6.647</td>
<td>38.454</td>
<td>0.0000</td>
</tr>
<tr>
<td>Designation</td>
<td>52.551</td>
<td>22.878</td>
<td>2.297</td>
<td>0.0225</td>
</tr>
<tr>
<td>Possession form</td>
<td>-72.881</td>
<td>24.720</td>
<td>2.948</td>
<td>0.0035</td>
</tr>
<tr>
<td>Intensity</td>
<td>182.395</td>
<td>35.293</td>
<td>5.168</td>
<td>0.0000</td>
</tr>
<tr>
<td>Public utility</td>
<td>-94.571</td>
<td>9.147</td>
<td>-10.339</td>
<td>0.0000</td>
</tr>
<tr>
<td>Geometry</td>
<td>-47.862</td>
<td>18.883</td>
<td>-2.535</td>
<td>0.0119</td>
</tr>
</tbody>
</table>

Source: own research.

The coefficient of determination $R^2$ was 0.536 and the standard estimation error 48.49. The multiple regression model was verified positively, both as to content and statistically, and proved quite well-matched to the data, although the location-related attribute was not included. However, it can be assumed that location is an important factor influencing prices, especially as the research area covered the whole city. This effect can manifest itself in the form of spatial interactions, expressed by spatial autocorrelation.

The study of spatial autocorrelation covered both transaction prices and residuals from the multiple regression model. Moran I statistics computed according to the formula (1) were used during the research. The method of selecting spatial weights, which can determine the results of analyses, deserves special attention. Of course, there are different methods for including neighborhood, with three selected methods adopted for the needs of the research:

1) neighborhood on the basis of $k$ nearest neighbors,
2) neighborhood defined by the distance radius,
3) neighborhood defined as inverse distance.

Using the first method, it can be supposed that spatial autocorrelation decreases with an increasing number of nearest neighbors. A matrix of weights constructed on the basis of five nearest neighbors (real estate properties which were the subject of transactions) was used for the research. In the second method, a distance radius equal to 2,300 m was adopted, which is at the same time the minimum distance at which each transaction had at least one neighbor. Using the third method, it was assumed that the basis for the evaluation of neighborhood would be the inverse of distance determined on the basis of the coordinates of plot centroids. The results of spatial autocorrelation analysis are presented in Table 2.

Table 2

<table>
<thead>
<tr>
<th>Weights</th>
<th>Observation</th>
<th>Moran I</th>
<th>Z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>nearest neighb.: $k = 5$</td>
<td>prices</td>
<td>0.593</td>
<td>16.257</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>residuals</td>
<td>0.378</td>
<td>10.396</td>
<td>0.0000</td>
</tr>
<tr>
<td>distance: $d = 2300$ m</td>
<td>prices</td>
<td>0.159</td>
<td>12.859</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>residuals</td>
<td>0.072</td>
<td>6.001</td>
<td>0.0000</td>
</tr>
<tr>
<td>inverse distance</td>
<td>prices</td>
<td>0.363</td>
<td>19.137</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>residuals</td>
<td>0.269</td>
<td>14.226</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Source: own research.

Global spatial autocorrelation measured by Moran I statistics proved statistically significant in all the analyzed cases, with the highest autocorrelation for transaction prices, where the spatial weights were determined on the basis of the five nearest neighbors.

A dot diagram, which has the analyzed variable plotted on the x-axis and a spatial lag variable on the y-axis, may serve as a graphical interpretation of global Moran I statistics, (Figure 1). The slopes of the regression lines presented in Figure 1 are at the same time the value of Moran I statistics.

The occurrence of spatial autocorrelation both among transaction prices and residuals from the multiple regression model indicates the possibility of using spatial regression models. The selection of the model form (spatial lag or spatial error model) can be made with the application of the LM
(Lagrange Multiplier) test using formulas (8) and (9). The R-LM (robust LM) test was also used accessorily during the research. This test can help to select the appropriate model form if both LM tests prove statistically significant (table 2).

If $LM_{err}$ is more significant than $LM_{lag}$, and $R-LM_{err}$ is statistically significant while $R-LM_{lag}$ is insignificant, then the spatial error model is more suitable. Otherwise, the spatial lag model is the more appropriate model. The spatial error model proves to be the more suitable model in the analyzed cases. In the spatial lag model, spatial interactions refer directly to transaction prices. In the spatial error model, it is assumed that these interactions refer to residuals, understood in this case as prices, in which the effect of non-spatial factors (explanatory variables in the model) has already been included. The hypothesis that, regardless of the adopted method of determining neighborhood in the spatial weights matrix, it is the spatial error model that better reflects the dependencies prevailing in the real estate market can therefore be adopted.

The parameters of individual models were estimated independently of the LM test results, at the same time determining the criteria for their evaluation: LIK, AIC and BIC. In regression models, the parameters of which are estimated by the least squares method, one of the basic evaluation criteria is the coefficient of determination $R^2$, which was also used during the research. Table 3 presents the evaluation results for the individual models.

![Fig. 1. Moran’s dot diagrams for prices and residuals from regression created using different spatial weight matrices, Source: own research.](image)
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Table 2

Results of the LM and R-LM test to select the appropriate model form

<table>
<thead>
<tr>
<th>Weights</th>
<th>LMerr (p-value)</th>
<th>LMlag (p-value)</th>
<th>R-LMerr (p-value)</th>
<th>R-LMlag (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nearest neighborhood: k = 5</td>
<td>103.098 (0.000)</td>
<td>87.719 (0.000)</td>
<td>17.173 (0.000)</td>
<td>1.794 (0.180)</td>
</tr>
<tr>
<td>distance: d = 2300 m</td>
<td>26.889 (0.000)</td>
<td>5.032 (0.025)</td>
<td>21.860 (0.000)</td>
<td>0.002 (0.961)</td>
</tr>
<tr>
<td>inverse distance</td>
<td>180.078 (0.000)</td>
<td>100.140 (0.000)</td>
<td>79.990 (0.000)</td>
<td>0.052 (0.820)</td>
</tr>
</tbody>
</table>

Source: own research.

Table 3

Evaluation results for the analyzed spatial regression models

<table>
<thead>
<tr>
<th>No.</th>
<th>Weights</th>
<th>Model</th>
<th>LIK</th>
<th>AIC</th>
<th>BIC</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>multiple regression</td>
<td></td>
<td>-1327.3</td>
<td>2668.7</td>
<td>2693.3</td>
<td>0.536</td>
</tr>
<tr>
<td>2</td>
<td>nearest neighb. k = 5</td>
<td>spatial lag</td>
<td>-1298.1</td>
<td>2612.1</td>
<td>2640.3</td>
<td>0.650</td>
</tr>
<tr>
<td>3</td>
<td>nearest neighb. k = 5</td>
<td>spatial error</td>
<td>-1294.0</td>
<td>2603.9</td>
<td>2632.1</td>
<td>0.668</td>
</tr>
<tr>
<td>4</td>
<td>distance d = 2300 m</td>
<td>spatial lag</td>
<td>-1324.4</td>
<td>2664.8</td>
<td>2693.0</td>
<td>0.548</td>
</tr>
<tr>
<td>5</td>
<td>distance d = 2300 m</td>
<td>spatial error</td>
<td>-1319.4</td>
<td>2654.8</td>
<td>2683.0</td>
<td>0.573</td>
</tr>
<tr>
<td>6</td>
<td>inverse distance</td>
<td>spatial lag</td>
<td>-1296.6</td>
<td>2609.2</td>
<td>2637.4</td>
<td>0.652</td>
</tr>
<tr>
<td>7</td>
<td>inverse distance</td>
<td>spatial error</td>
<td>-1285.7</td>
<td>2587.5</td>
<td>2615.7</td>
<td>0.690</td>
</tr>
</tbody>
</table>

Source: own research.

According to the LIK criterion, the spatial error model, in which spatial weights are determined on the basis of inverse distance, proves to be the best model. On the other hand, AIC and BIC information criteria indicate the classical linear multiple regression model. It should be noted, however, that differences between the values of the adopted criteria are small. The value of the coefficient of determination, similar to the criterion of the logarithm of the likelihood function, indicates that the last model is best matched to the data. The estimation results of the parameters of this model are presented in Table 4.

Table 4

Estimation results of the spatial error model using spatial weights as inverse distance

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>Std. error</th>
<th>t value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>252.868</td>
<td>30.445</td>
<td>8.3057</td>
<td>0.0000</td>
</tr>
<tr>
<td>Designation</td>
<td>47.296</td>
<td>20.263</td>
<td>2.3341</td>
<td>0.0196</td>
</tr>
<tr>
<td>Possession form</td>
<td>-67.129</td>
<td>23.881</td>
<td>-2.8110</td>
<td>0.0049</td>
</tr>
<tr>
<td>Intensity</td>
<td>158.168</td>
<td>31.840</td>
<td>4.9676</td>
<td>0.0000</td>
</tr>
<tr>
<td>Public utility</td>
<td>-103.009</td>
<td>12.656</td>
<td>-8.1393</td>
<td>0.0000</td>
</tr>
<tr>
<td>Geometry</td>
<td>-35.646</td>
<td>17.539</td>
<td>-2.0323</td>
<td>0.0421</td>
</tr>
</tbody>
</table>

Source: own research.

The standard estimation error was 39.18 in this case, which is a much lower value than for the classical multiple regression model. This means that results which describe more accurately dependencies in the real estate market can be obtained by including spatial autocorrelation in the regression model.
5. Summary and conclusions

As a rule, multiple regression models applied for real estate market analysis and the determination of market value include location only indirectly. In such cases, location is expressed on an interval scale, though it should be noted that it is difficult to objectively fully evaluate the advantages and disadvantages of the location quantitatively. With the assumption that spatial interactions between transaction prices, i.e., the spatial autocorrelation phenomenon, occur in the real estate market, location can be included directly in regression models. As demonstrated by the conducted research, spatial regression models clearly show better matching to the market data than classical multiple regression models. The conducted tests also demonstrated that it is more justified to use error models than spatial lag models.

Besides the advantages of spatial regression models which are manifested in them matching the data better, these models also have important disadvantages. One of them is the difficulty in using them for the prediction of the response variable because its spatial lags are not known in this case. Prediction is, moreover, burdened with great error, which results from the structure of the models (Haining 1990, Kopczewska 2011). Hence, such models can serve, above all, for diagnostics of processes occurring in space, which in this case consist of the quantitative effect of individual factors on transaction prices. They can, therefore, be a useful tool in the analysis of transaction prices on the real estate market.
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