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Abstract: The main source of information about future climate changes are the results of numerical simulations per-
formed in scientific institutions around the world. Present projections from global circulation models (GCMs) are too 
coarse and are only usefulness for the world, hemisphere or continent spatial analysis. The low horizontal resolution 
of global models (100–200 km), does not allow to assess climate changes at regional or local scales. Therefore it is nec-
essary to lead studies concerning how to detail the GCMs information. The problem of information transfer from the 
GCMs to higher spatial scale solve: dynamical and statistical downscaling. The dynamical downscaling method based 
on “nesting” global information in a regional models (RCMs), which solve the equations of motion and the thermody-
namic laws in a small spatial scale (10–50 km). However, the statistical downscaling models (SDMs) identify the rela-
tionship between large-scale variable (predictor) and small-scale variable (predictand) implementing linear regression. 
The main goal of the study was to compare the global model scenarios of thermal condition in Poland in XXI century 
with the more accurate statistical and dynamical regional models outcomes. Generally studies confirmed usefulness 
of statistical downscaling to detail information from GCMs. Basic results present that regional models captured local 
aspects of thermal conditions variability especially in coastal zone.
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Introduction

According to the IPCC AR4* (Fourth Assess-
ment Report of the Intergovernmental Panel on 
Climate Change) global average temperature 
has increased of 0.74°C since the beginning of 
the twentieth century to the early 21st century 
(1906–2005). This trend is higher than the cor-

responding trend of 0.60°C given in the previ-
ous IPCC TAR (Third Assessment Report of the 
Intergovernmental Panel on Climate Change 
(1901–2000) (Core Writing Team, Pachauri and 
Reisinger 2007). Present projections of climate 
change from the global simulations (GCMs) esti-
mate of global temperature anomalies at the end 
of the twenty-first century, ranging from 1°C to 
6°C (depending on the storylines of greenhouse 
gas emissions). GCMs results unambiguously in-
dicate on a faster temperature rise as compared 
to the previous age, especially in the global land 
areas and high latitudes of the northern hem-

*	 All works in the study have been conducting in 2012/13. 
New IPCC report (AR5 – Fifth Assessment Report) results 
have been available since January 2014 in the final version. 
The paper does not include new results from AR5 although 
the article was submitted in 2015.
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isphere (Fig. 1). However, the usefulness of the 
results of global models in terms of urban plan-
ning, impact studies, mitigation and adaptation 
strategies etc. in the regional and local scale is 
not sufficient (Mearns et al. 2003). This is main-
ly caused by coarse spatial resolution of global 
models (100 to 200 km), which do not include the 
processes and phenomena occurring on a  sub-
grid scale (Wilby et al. 2004). Therefore, research 
on “compaction” and detailing of climate change 
information is necessary even to assess the threat 
posed by nature. This is especially important in 
case of complex topography regions, coastal or 
island locations, and in areas of highly heteroge-
neous land-cover. Two types of methods: dynam-
ical and statistical downscaling are usefulness to 
solve the issue concerns transferring informa-
tion from a large spatial scale represented by the 
lower resolution GCM to regional or local scale. 
Dynamical downscaling involves “nesting” of in-
formation from the global model in the regional 
model (RCM), which solves the equations of mo-
tion and the thermodynamic laws in a small spa-
tial scale (10–50 km) (Mearns et al. 2003, Brzóska 
and Jaczewski 2011). Whereas, statistical down-
scaling (SD) refers to the identification of relation 
between small-scale variables (predictands) and 
large-scale variables (predictors) based on re-

gression models (von Storch, 1995, 1999, Wilby 
et al. 2004, Miętus 1999). Both approaches play 
a significant role in evaluate of potential climate 
change impacts arising from future increases in 
greenhouse-gas concentrations. SD methodolo-
gies have a number of practical advantages over 
dynamical downscaling approaches especially 
in situations where low-cost, rapid assessments 
of local impact of climate change are required 
(Wilby and Dawson 2007).

The aim of the study was to (a) illustrate in 
map form temperature scenarios in Poland in the 
twenty-first century origin from global model 
(GCM) and dynamical downscaling model (RCM) 
(b) construct a  statistical downscaling models 
(SDMs) and development of predictions of ther-
mal conditions in Poland in twenty-first century, 
(c) compare the global model results with the sta-
tistical and dynamical models outcomes.

Data and Methods

In order to develop scenarios and to compare 
and evaluate the results from a  global climate 
model and regional models for the Polish area in 
the twenty-first century at first verified availabil-
ity of global simulation database. The next step 

Fig. 1. Anomalies of air temperature at the end of 21st century (2090–2099) in relation to 1980–1999 from several Atmos-
phere-Ocean Coupled General Circulation Models (AOGCMs) for A1B emission scenario.

Source: IPCC AR4.
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concerns selection of one model from a  number 
of GCMs from CMIP3 database (Coupled Model 
Intercomaprison Project 3) available through PC-
MDI servers (Program for Climate Model Diagno-
sis and Intercomparison). In the research author 
decided to select ECHAM5/MPI OM (Roeckner et 
al. 2006) originating from the Max Planck Institute 
for Meteorology (Germany). The choice of this 
model was caused by high quality in reconstruct-
ing of climate variability, which is confirmed by 
a number of studies (eg Kemball-Cook et al. 2002, 
Burkhardt and Becker 2006), and the availability 
of either monthly and daily temperature records 
in database. Moreover, comparison studies of 
most of GCMs (from CMIP3) which have been 
conducted by Macadam et al. 2010 and McMahon 
et al. 2015 prove the very good ECHAM5 perfor-
mance. In the temperature ranking ECHAM5 was 
placed on third rank for Globe area and on second 
rank for Europe region. Selected records concern 
the control simulation called 20C3M for the twen-
tieth century (used to correct systematic errors in 
statistical models), and the scenario results for the 
twenty-first century showing the expected climate 
changes in the future. Scenario results based on dif-

ferent level of GHG (greenhouse gases) emissions 
which are the products of very complex dynami-
cal systems, determined by driving forces such as 
demographic development, socio-economic de-
velopment, and technological change (Nakiceno-
vic et al. 2000). In the studies A1B emission sce-
nario was selected, among other equally probable 
highly uncertain emission pathways. A1B emis-
sion scenario assumes rapid economic growth, 
global population that peaks in mid-century and 
declines thereafter, and the rapid introduction of 
new and more efficient technologies and the use 
of sustainable energy sources (Nakicenovic et al. 
2000). This assumptions establish stabilization ex-
periment of carbon dioxide at the level of 720 ppm 
at the end of the twenty-first century. Domain size 
of ECHAM5 (run 3 and run 4) A1B and ECHAM5 
20C3M gridded data of 2 m above the ground air 
temperature was selected for central Europe lim-
ited with 0.0° – 30.0° longitude and 45.0° – 60.0° 
latitude. Horizontal resolution of chosen GCM is 
1.9°x1.9° (about 180×180 km) (Fig. 2)

In the studies, results from RACMO2 model 
(Meijgaard et al. 2008) were used. The RCM was 
included in ENSEMBLES project which defined 

Fig. 2. Main stages in CCA method. 
Left panel contains bolded boxes which represent main steps of the method. Data Quality Control was performed to verify basic statistics, 

histograms, outliers etc. Model Calibration phase identify connections between predictor and predictand. Model Validation check reliability 
of the model (with revision – back step if not reliable). Bias Detection based on reconstruction and original data was calculated to correct 

scenarios in XXI century. The final step Prediction concerns estimating seasonal means for two periods in XXI century. Horizontal vectors 
represent input/output data from/to right-side boxes. Right panel shows predictors spatial large-scale domain with grid horizontal resolu-

tion (blue crosses) and predictand small-scale field represented by measurement stations (red dots).
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future climate change within the European conti-
nent in the twenty-first century. RCM was nested 
in the ECHAM5 run 3 global simulation based on 
the A1B emission path, which is crucial to com-
pare regional scenarios with selected global sce-
narios. The spatial domain of RCM gridded data 
(with horizontal resolution 50×50 km), was limit-
ed to the area of 13.0°–25.0° longitude and 48.0° 
–55.0° latitude.

In the case of the second type of regional 
models namely statistical downscaling models 
(SDMs) author selected two methods based on 
linear relationships. The first one – CCA (Ca-
nonical Correlation Analysis) belongs to trans-
fer function and the second one – WG (Weather 
Generator) related to the multiple regression.

The first phase of the modeling process using 
the CCA method was to control the quality and 
preparation of predictand input data i.e. the 2 m 
above the ground monthly mean air tempera-
ture of 48 stations irregularly localized in Poland 
originated from IMWM-NRI database (Institute 
of Meteorology and Water Management – Na-
tional Research Institute). The predictor data 
concern monthly mean air temperature at the 
0.995 sigma level (with the same resolution and 
spatial domain as GCM) derived from NCEP rea-
nalysis (Kalnay et al. 1996). The time range of the 
two datasets concerned the period 1971–2010. 
CCA model is based primarily on identification 
of relationship between the predictand and the 
predictor. The predictor should be strongly con-
nected with the predictand and the link must be 
time constant (time invariance). In the study au-
thor decided to create a  model which is based 
on recognition the seasonal interrelation the air 
temperature measured at the Polish stations with 
estimated air temperature by NCEP reanalysis 
in the period 1971–2000 (Fig. 2). The first step of 
modeling is identification of the main variation 
patterns of predictand and predictor fields i.e. 
EOFs (Empirical Orthogonal Functions) (Miętus 
1999, von Storch and Zwiers 2001, Miętus and 
Filipiak 2001, 2002, 2004, Wilks 2008). The sec-
ond step concerns creating the combination of 
the predictand and predictor EOFs, which will 
identify the relationship between the two fields 
i.e. canonical maps. CCA method (Hotelling 
1936, Barnett and Preisendorfer 1987, von Storch 
et al. 1993, Miętus 1999, von Storch and Zwiers 
2001, Miętus and Filipiak 2001, 2002, 2004, Wilks 

2008) is based on the maximization of the cor-
relation between the predictand and predictor 
canonical time series. The result of modeling 
are pairs of canonical maps, where the first pair 
is the most correlated. Based on recognized re-
lationships author reconstructed time series of 
historical air temperature. Reconstructed time 
series were separated into two periods: calibra-
tion period (1971–2000) and validation period 
(2001–2010), which is very important to evaluate 
temporally constancy requirement (Wilby et al. 
2004). The verification process relied on compar-
ing the historical and reconstructed series using 
statistical measures such as the R coefficient, 
the coefficient of determination (R2), Variance 
Ratio, Root Mean Square Error (RMSE), Mean 
Absolute Error (MAE), Mean Bias, differences of 
trends. The R coefficient is Pearson correlation. 
The coefficient of determination represents the 
magnitude of explained variance by model. The 
Variance Ratio denoting the ratio of the recon-
structed variance to the observational variance. 
The Mean Bias is an absolute difference between 
observational and reconstructed averages. The 
RMSE and the MAE measure the average mag-
nitude of the errors without considering their di-
rection. These both validation scores can be used 
together to diagnose the variation in the errors in 
a dataset of predictions. The RMSE will always 
be larger or equal to the MAE. The greater differ-
ence between them means the greater values in 
the individual errors in the sample. If the RMSE 
is equal to MAE, then all the errors are of the 
same magnitude. Both the MAE and the RMSE 
can range from 0 to ∞. They are negatively-ori-
ented scores: lower values are better.

The occurrence of insignificant differences of 
above statistics between the calibration and val-
idation periods allow to assess that the model is 
representative, i.e. fulfills the basic assumption 
namely statistical temporally constancy of iden-
tified downscaling connections. Satisfied the re-
quirements of high-quality reconstruction, time 
invariance and corrections of systematic errors 
allow to develop scenarios of climate change ap-
plying data from the GCM.

Modeling procedure for WG method is simi-
lar to canonical analysis i.e. identification a line-
ar connections of air temperature on stations and 
air temperature originated from reanalysis. The 
main difference is that the linkage was detected, 
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in monthly scale using daily data, between grid 
data and individual station data which localized 
within the grid boundary (Fig. 3). WG model 
generates a time series of meteorological records 
for a  specific point, based on multiple regres-
sion. Reconstructed time series characterized by 
the same statistical parameters (mean, variance) 
as an observational series but do not replicate 
observed sequences “day to day” (Wilks and 
Wilby, 1999). In order to validate the model, the 
reconstructed series were compared with the 
historical values using the same statistics such 
as CCA method. If requirements of high quali-
ty of reconstructing and temporally constancy 
were fulfilled and mean biases were corrected 
the prediction of changes in thermal conditions 
in Poland in the twenty-first century could be 
developed. Daily air temperature prediction was 
aggregated to monthly values for comparison 
analysis with the GCM and RCM results.

The final stage of the study was to develop 
a  prediction of the main results of global and 
regional models in the maps form of seasonal 
mean air temperature in the periods 2011–2030 
and 2071–2090 in Poland in relation to the refer-
ence period 1971–2000.

Results

Validation of statistical models

Validation of statistical downscaling tech-
nique were based on a comparison of the obser-
vational and reconstructed series using a variety 
of statistical measures in order to assess the mod-
els quality and accuracy. Interpretation of veri-
fication results for CCA and WG models cannot 
be comparable, mainly due to the different time 
step of the input data. CCA model input data 
concerns monthly records which was calibrated 
in seasonal scale, for example for winter, three 
months December, January, February (DJF) in 
the 30-year period which equates to 90 records. 
Whereas WG model was fed daily data and cal-
ibrated in monthly scale and then results were 
aggregated to the seasonal scale, for example for 
winter, number of days in three months (DJF) are 
90 in the 30-year period, which equates to 2,700 
records. Therefore, author did not compare vali-
dation statistics of both models. Even worse val-
idation results of the WG model than the CCA 
model is not evidence of poor quality weather 
generator reconstruction.

Fig. 3. Main stages in WG method. 
Left panel contains bolded boxes which represent main steps of the method. Data Quality Control was performed to verify basic statistics, 

outliers etc. Model Calibration phase identify connections between predictor and predictand. Model Validation check reliability of the model 
(with revision – back step if not reliable). Bias Detection based on reconstruction and original data was calculated to correct scenarios in XXI 
century. The final step Prediction concerns estimating seasonal means for two periods in XXI century. Horizontal vectors represent input/

output data from/to right-side boxes. Right panel shows predictors large-scale domain with grid boxes (blue square) and predictand small-
scale field represented by measurement stations (red dots).
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In the winter season in Poland (1971–2000) 
the R coefficient for both models is high, for CCA 
model equals 0.98 and for WG model reaches 0.92 
(Table 1). In the case of CCA model, Variance 
Ratio (indicating the ratio of the reconstructed 
and observational variances), is the same as the 
coefficient of determination, i.e. 0.96. However, 
this statistic for WG method reaches 0.72 which 
means a significant underestimation of the mod-
eled variance. The calculated MAE and RMSE 
statistics for the model CCA are approximately 
0.50°C, and for model WG about 1.60°C. Mean air 
temperature in Poland provided by CCA model 
in the calibration period is essentially the same 
as the observed mean value. Whereas, multi-year 
mean temperature of WG model is higher of 
about 0.25°C. However, the Mean Bias reaches 

the lowest value on the seasonal background. The 
trend in Poland for monthly data are practically 
identical and reached approximately 0.90°C/30 
years. There is also a slight difference in the case 
of the daily data, which the trend is low, not ex-
ceeding 0.20°C/30 years.

Spring season in Poland is also characterized 
by the high correlation coefficients on a month-
ly and daily scale, reach respectively 0.99 and 
0.92 (Table 1). Variance Ratios for both models 
are similar to winter values. RMSE and MAE for 
CCA equal to 0.40°C and 0.50°C relatively, for 
WG model are 1.77°C and 1.95°C relatively. In 
the case of WG method in relation to the other 
seasons the greatest difference between RMSE 
and corresponding MAE value means that mod-
el make many individual large errors. The mean 

Table 1. Verification statistics of WG and CCA models developed for the mean air temperature of Poland (aver-
age of all stations) in several seasons (DJF, MAM, JJA, SON) in the calibration period 1971–2000.

Season Statistics Measurment CCA Modeled Measurment WG Modeled

DJF

R 0.98 0.92
Expl. Variance 0.96 0.85
Variance Ratio 0.96 0.72
MAE (°C) 0.47 1.56
RMSE (°C) 0.59 1.69
Mean (°C) –0.88 –0.84 –0.88 –0.62
Mean Bias (°C) 0.04 0.26
Trend (°C/30 yr) 0.91 0.86 0.22 0.10

MAM

R 0.99 0.92
Expl. Variance 0.98 0.85
Variance Ratio 0.99 0.79
MAE (°C) 0.40 1.77
RMSE (°C) 0.50 1.95
Mean (°C) 7.62 7.68 7.62 7.11
Mean Bias (°C) 0.06 –0.51
Trend (°C/30 yr) 1.73 1.41 0.34 0.20

JJA

R 0.97 0.86
Expl. Variance 0.94 0.74
Variance Ratio 0.93 0.57
MAE (°C) 0.32 1.23
RMSE (°C) 0.39 1.38
Mean (°C) 16.81 16.87 16.81 16.36
Mean Bias (°C) 0.06 –0.45
Trend (°C/30 yr) 1.09 1.31 0.25 0.25

SON

R 0.99 0.91
Expl. Variance 0.98 0.83
Variance Ratio 0.96 0.78
MAE (°C) 0.38 1.92
RMSE (°C) 0.45 2.05
Mean (°C) 8.09 8.23 8.09 7.63
Mean Bias (°C) 0.14 –0.46
Trend (°C/30 yr) 0.07 0.10 0.10 0.06
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air temperature in the period 1971–2000 by CCA 
model is almost identical as compared to the ob-
served values. However, the average value re-
constructed by the WG model is lower by about 
0.50°C. In the WG method the Mean Bias correc-
tions in spring season are the highest among all 
seasons. Both statistical models underestimated 
the trend of about 0.30°C/30 years for CCA and 
almost 0.15°C/30 years for WG.

In the summer, the R coefficient is high only 
for the CCA model i.e. 0.97 (Table 1). Reconstruct-
ed series by WG model is poor correlated and 
reach 0.86. Also Variance Ratio is the lowest and 
not exceed 0.60, which indicates that only near 
a  half variance was reconstructed in relation to 
observational variance. However, the RMSE and 
MAE in both models are the lowest of all the sea-
sons and the CCA assumes the value 0.32°C and 
0.39°C relatively, WG characterized by 1.23°C 
and 1.38°C relatively. The mean air temperature 
reconstructed by CCA model is slightly overes-
timated, while the WG model significantly un-
derestimates mean value of about 0.50°C. Recon-
struction of the trend in the WG model is perfect, 
but according to the CCA model trend is slightly 
overestimated (by about 0.20°C/30 years).

In the autumn season, both models indicate 
a high R coefficient of 0.99 (CCA) and 0.91 (WG) 
(Table 1). Variance Ratios for both models are 
similar in relation to corresponding spring sea-
son. RMSE and MAE of the CCA model also are 
comparable to the spring values. However, for 
WG model MAE and RMSE assumes the highest 
values and peaked respectively over 1,90°C and 
2.00°C, what indicate on the poor accuracy of re-
constructed series. The Mean Bias in the case of 
CCA method is the highest, near 0.15°C and for 
WG model the value is similar to summer season. 
In the autumn, for monthly and daily data the 
trend is relatively low compared to other seasons 
and amounts to 0.10°C/30 years.

The calculated correlation coefficient in the 
validation period 2001–2010 in each season are 
similar to the values of the calibration period, 
which proves the stability of the predictor – pre-
dictand relationship.

Another validation measure is the Q-Q plot 
(Quantile-Quantile plot). This chart compares 
two probability distributions (measurements 
and modeled) by plotting their quantiles against 
each other on XY plot. If the two compared dis-

tributions are similar, the points in the Q–Q plot 
will approximately lie on the line y = x. Quantile 
values located above the line y = x indicate over-
estimation of the statistical model, and a values 
below the line means underestimation (Fig. 4). 
Q–Q plot is generally a more powerful approach 
than the common technique of comparing histo-
grams, but it is more complicated in interpreta-
tion. For example if the main trend of the Q–Q 
plot is flatter than the line y = x, the measurement 
distribution is more dispersed than the modeled 
distribution. Conversely, if the main trend of the 
Q–Q plot is steeper than the line y = x, the meas-
urement values is more concentrated around 
average than the modeled values. Q–Q plots are 
often arced, or “S” shaped, indicating that one of 
the distributions is more skewed than the other, 
or that one of the distributions has longer tails 
than the other (Wilks 2011).

Model CCA data distribution characterized 
by a high compatibility to the empirical distribu-
tion at any season of the year (Fig. 4). This model 
overestimates low quantile value in winter and 
autumn. Extremely high values are slightly un-
derestimated in summer and autumn. However, 
WG model is only best fitted around of the median 
value in winter and summer. In the case of other 
seasons (MAM, SON) the best fit exists around the 
first quartile. In each time of year, the WG model 
overestimates low values, while high values are 
underestimated. The fitted line is flatter which 
proves the higher dispersion in observational 
data than modeled data especially in summer case 
(confirmed by the lowest Variance Ratio).

Scenarios

Scenarios of thermal conditions changes in 
the twenty-first century in Poland developed 
based on two runs: 3 and 4. The selection was 
dictated by the availability of research material 
on the database servers concerning GCM and 
RCM data.

In the period 2011–2030 the highest results dif-
ferences between the two runs are in the winter 
season (Fig. 5). Run 3 shows much lower anom-
alies not exceeding 0.5°C in relation to the peri-
od 1971–2000. According to the run 4 increase is 
higher and assume the values from 1.8°C in the 
northern Poland (ECHAM5) to even 2.2°C in the 
north-east of the country (CCA).
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Fig. 4. Q-Q plot of the mean air temperature (°C) in several seasons (DJF – winter, MAM – spring, JJA – summer, SON – au-
tumn) by CCA and WG models in Poland in the period 1971–2000 (x-axis – measured values, y-axis – modeled values).
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Fig. 6. Anomalies of air temperature (°C) in the spring season (MAM) 2011–2030 in relation to reference period (1971–2000) 
in Poland based on A1B emission scenario for models: ECHAM5 run 3and 4, RACMO2 run 3, CCA run 3 and 4, WG run 4.

Fig. 5. Anomalies of air temperature (°C) in the winter season (DJF) 2011–2030 in relation to reference period (1971–2000) in 
Poland based on A1B emission scenario for models: ECHAM5 run 3and 4, RACMO2 run 3, CCA run 3 and 4, WG run 4.
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In the spring season (2011–2030) the range 
of the anomalies of two runs is similar, but the 
spatial variability is different (Fig. 6). For dy-
namical models run 3 represents an increase of 
values from north to south, from about 0.5°C 
to 0.7°C. Whilst, CCA model results indicates 
almost equal increase of about 0.6°C at whole 
area. Results based on run 4 for all three mod-
els ECHAM5, WG and CCA show as the highest 
temperature in the north of the country account 
above 0.8°C, even exceeding 1.0°C on the eastern 
coast (ECHAM5 and WG).

Expected temperature anomalies in the sum-
mer season in the period 2011–2030 by run 3 
account 0.5–1.0°C (Fig. 7). The highest increase 
presents CCA model in the mid-west of the coun-
try. Results of run 4 simulation characterized by 
higher anomalies especially in the north-west Po-
land, ranging from 1.4°C (ECHAM5 and WG) to 
1.7°C (CCA).

In the autumn season (2011–2030) run 3 results 
indicate a  temperature growth of 0.7°C in the 
north-west of the country to 0.9°C the south-east 
(Fig. 8). In the case of run 4 results of ECHAM5 
and CCA models represent similar temperature 
increase from west to east Poland (from 1.6 to 
2.0°C). Model WG generally shows a  positive 
anomalies in Poland of approximately 1.5°C.

Scenarios of thermal condition changes in 
Poland at the end of the century (2071–2090) are 
characterized by very high increase in all seasons 
by each run. In winter, the results based on the 
run 3 indicate explicitly the highest increase of 
temperature in the eastern Poland from near to 
4.0°C by RACMO2 to almost 5.0°C by CCA (Fig. 
9). However, in the case of the run 4 the highest 
increase was provided by CCA model reaches 
more than 5.5°C in the north – eastern part of the 
country. Global model in this part of the Poland 
shows lower increase of approximately 4.8°C, and 
the model WG less than 4.0°C. Probably the low-
est increase by runs 3 and 4 will occur on the coast 
with the lowest values of about 2.5°C (WG model).

In the spring season results from run 3 indi-
cate on temperature increase from south-west to 
northern Poland (Fig. 10). The highest anomalies 
above 3.0°C probably occur in the north-west 
part (CCA model). Actually, results of CCA for 
run 4 are similar, the highest temperature growth 
is expected in north-east area of about 3.4°C. 
ECHAM5 and WG models concern lower anom-

alies in the central part of Poland reach below 
3.0°C and higher values on the coast and moun-
tainous regions of about 3.0°C. 

Probably changes of temperature in the sum-
mer in the period 2071–2090 will be characterized 
by high gradient in both runs especially in results 
of statistical models (Fig. 11). Run 3 presents 
fast anomalies rise from north to south Poland, 
ranging from about 2.5°C (ECHAM5, RACMO2) 
to about 3.0°C (ECHAM5) or 4.0°C (RACMO2). 
CCA model indicates on the highest anomalies in 
the central of the country amount 4.0–4,5°C (Fig. 
5). In the case of run 4, ECHAM5 and CCA maps 
show similar spatial distribution of anomalies as 
corresponding run 3 results. However values are 
slightly higher of about 0.5–1.0°C. WG model in-
dicate on lower anomalies at the whole country 
reach above 3.0°C with maximum values in the 
central part of about 4.0°C. 

All results in autumn presents the same pat-
tern for run 3 and 4, namely the higher anomalies 
occur on the south-east Poland and the lower val-
ues occur on the north-west (Fig. 12). However, 
only ECHAM5 and CCA models results indicate 
values above 4.0°C. In the other hand RACMO2 
and WG models presents the lowest values be-
low 2.5°C.

Summary and Conclusions 

Achieved satisfactory results of the statistical 
models verification confirmed the usefulness of 
the downscaling method to create prediction of 
climate change. Statistical downscaling meth-
od, supported by the results of RCM, is a more 
appropriate technique to detailed information 
of global simulations than used simple interpo-
lation of GCM results to the required resolution 
(sometimes called “unintelligent downscaling”). 
Simple spatial interpolation does not allow for 
the detection of local aspects of climate change, 
which downscaling models included.

The main results of the paper often indicated 
on large differences in the detection of local as-
pects of seasonal temperature changes in Poland 
depending on the various downscaling method. 
Furthermore, the individual simulations provid-
ed by two selected GCM runs characterized by 
miscellaneous results. Therefore, author expects 
significant differences in the scenarios provided 
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Fig. 7. Anomalies of air temperature (°C) in the summer season (JJA) 2011–2030 in relation to reference period (1971–2000) in 
Poland based on A1B emission scenario for models: ECHAM5 run 3and 4, RACMO2 run 3, CCA run 3 and 4, WG run 4.

Fig. 8. Anomalies of air temperature (°C) in the autumn season (SON) 2011–2030 in relation to reference period (1971–2000) 
in Poland based on A1B emission scenario for models: ECHAM5 run 3and 4, RACMO2 run 3, CCA run 3 and 4, WG run 4.
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Fig. 9. Anomalies of air temperature (°C) in the winter season (DJF) 2071–2090 in relation to reference period (1971–2000) in 
Poland based on A1B emission scenario for models: ECHAM5 run 3and 4, RACMO2 run 3, CCA run 3 and 4, WG run 4.

Fig. 10. Anomalies of air temperature (°C) in the spring season (MAM) 2071–2090 in relation to reference period (1971–2000) 
in Poland based on A1B emission scenario for models: ECHAM5 run 3and 4, RACMO2 run 3, CCA run 3 and 4, WG run 4.
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Fig. 11. Anomalies of air temperature (°C) in the summer season (JJA) 2071–2090 in relation to reference period (1971–2000) 
in Poland based on A1B emission scenario for models: ECHAM5 run 3and 4, RACMO2 run 3, CCA run 3 and 4, WG run 4.

Fig. 12. Anomalies of air temperature (°C) in the autumn season (SON) 2071–2090 in relation to reference period (1971–2000) 
in Poland based on A1B emission scenario for models: ECHAM5 run 3and 4, RACMO2 run 3, CCA run 3 and 4, WG run 4.
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by downscaling models calibrated on the other 
global simulations from other GCMs. These dif-
ferences suggest an occurrence of uncertainty 
range of the temperature scenarios. To identify 
and assess of the uncertainty range it is necessary 
to make an ensemble. Ensemble is the average 
of the different experiments with the maximum 
and minimum values indicating the uncertainty 
range. Additionally, the ensemble should be de-
veloped separately for each of the equally prob-
able emission scenarios which assume different 
development of the world civilization. Above 
procedure would fully determine the scope of 
the uncertainty and evaluate the risks of hazards 
connected with climate change. Therefore, fur-
ther research focused on greater number of vari-
ous regional simulations is necessary in terms of 
mitigation and adaptation to climate change.
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