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Abstract

Diabetic Retinopathy (DR) is one of the leadingsesuof visual impairment. Diabetic Retinopathyhie most recent
technique of identifying the intensity of acid ssttwn in the eye for diabetic patients. The idécdtion of DR is
performed by visual analysis of retinal images éxudates (fat deposits) and the main patterns raced by
ophthalmologists. This paper proposes a fully aatieeh Computer Assisted Evaluation (CAE) system whimmprises
of a set of algorithms for exudates detection andlassify the different stages of Diabetics Raiatty, which are
identified as either normal or mild or moderatesevere. Experimental validation is performed oeal fundus retinal
image database. The segmentation of exudates isvadhusing fuzzy C-means clustering and entrofgriing. An
optimal set obtained from the statistical textdealtures (GLCM and GLHM) is extracted from the segted exudates
for classifying the different stages of DiabeticstiRopathy. The different stages of Diabetic Rgiathy are classified
using three classifiers such as Back PropagatiomralléNetwork (BPN), Probabilistic Neural NetworkNR) and
Support Vector Machine (SVM). The experimental fessshow that the SVM classifiers outperformed ottlassifiers
for the examined fundus retinal image dataset. rékalts obtained confirm that with new a set otuex features, the
proposed methodology provides better performancenwdéompared to the other methods available initheature.
These results suggest that our proposed methokisnpaper can be useful as a diagnostic aid sy&terDiabetic
Retinopathy.

Key words: diabetic retinopathy; fundus retinal images; eated; fuzzy C-means; entropy filtering; disease
classification.
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1. Introduction

Diabetic Retinopathy (DR) is one of the most impattcauses
of visual impairment. Exudates are one of the majgns for
the existence of Diabetic Retinopathy, which arise® to
leakage of fats and proteins as yellow lesions afious

volumes on the eyes. The patient may suffer complet

blindness if the exudates are not identified inaabe which is
due to the accumulation of exudates in the fundosius.
Recurrent screening is required to identify anyeathge of
DR. Even though diabetes does not certainly involigion
loss, about 2% of the diabetic patients affectedByare blind
and 10% of the diabetic patients experience vidiegradation
after 15 years of diabetes as a result of DR carafidins.
Diabetic patients with DR complications observesgmptoms
until visual impairment develops. Eye fundus exaation is
necessary for diabetic patients every year to disgnthe
problems that they can receive treatment on tirhe [1

The exudates generally form clusters that can béesed all
over the retina, which are easily perceptible itineeimages
and their existence indicates that the patientdiRq2]. If the
exudates occur in the macula region and they casecuaision
loss [3]. Moreover, early diagnosis and treatmehntliabetic
retinopathy may avoid or reduce the vision degeiwardo the
patients [3].

The diagnosis of DR is done by visual examinatignan
ophthalmologist or a trained professional. The eacy of the
diagnosis depends on factors such as image qusiity;, and
experience of the specialist, among others. Thugugomatic
system for the diagnosis of diseases of the visyatem,
through retinal images, can reduce the workloadneflical
professionals [1].

The objective of our work is to develop a Computesisted
Evaluation (CAE) system with a set of computer gthmns for
automatic exudates segmentation and detection.plimal set
of statistical texture features are extracted ftbe segmented
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exudates. The retrieved features are fed as inputhée

classifier to categorize different stages of Diadset
Retinopathy as either normal or mild or moderatesevere
which is vital for assessing the medical therapesl risk
factors for this frequent complication of diabefEse proposed
CAE system will increase the effectiveness of pntive

protocols and early therapeutic treatments. Fumbes, the
system would result in benefits of quick identifioa of

disorders present and also the identification & Heverity
stages of the disorders.

The rest of the paper is organized as followseiction 2, we
present the related works of automatic exudatesctieh and
automatic retinal images classification. The pra&gbosCAE
system for exudates detection and analysis of rdiffestages
of DR is presented in section 3. Section 4 givesampirical
results and analysis, and we draw conclusionsatise5.

2. Related Works

Up to this moment, exudates detection and classidio from
fundus retinal images is still very challenging. ffBient
research works on the detection of exudates arabiitzation
of Diabetic Retinopathy stages in fundus retinahges has
been proposed. Automatic detection of diabeticogtathy and
glaucoma through image processing and feature atixtraof
the entire fundus image and classification usinta daining
techniques is proposed in [4]. An improved model of
classification using weighting techniques to seldw best
representative features for classifying retinaldius image as
the normal and severe image is presented in [5nefv
automatic segmentation system based on the momibalo
operation and thresholding is proposed in [6]. Cotaponal
Intelligence based on Fuzzy C Means clustering agogr for
detection of exudates and multilayer neural netwadssifier
used for classification of exudates and non-exwdate
parameters in the fundus retinal images of theigygoposed
in [7]. Detection of blood vessels and exudatesoior fundus
images based on the new feature set is presen{8i Robust
exudates detection and segmentation from colonakinages
for mass screening of diabetic retinopathy is psegbin [9].
Identification of diabetic retinal exudates in dagi colour
images using support vector machine is propos¢tioh ROI-
based segmentation and morphological reconstrucfmm
exudate detection are presented in [11]. The furchages in
the LAB color space using CLAHE is implemented thance
its contrast for detection of exudates and clastifas either
“exudates” or “non-exudates” based on their highygevel
variations via employing an artificial neural netkois
proposed in [12]. The severity grade of diabetitnopathy
using a machine learning system is proposed in.[IBE
orientation scores of the retinal image are usediiain an
orientation-enhanced image to detect the exudatgesoposed
in [14]. A deep convolution neural network for ddten of
exudates is discussed in [15]. In order to incredse

132

performances of classifications, the voting scheand NN
approaches were combined in [16]. The new methad fo
computer aided detection using Gabor filters an@psu
vector machine classifier for diabetic retinopaitgntification,
developed in [17].

Among several exudates detection and risk level
classification methods available, artificial inigénce
techniques draw more attention from researcherau$arg it
for exudates detection. Even though many significzfforts
have been employed in developing efficient algomghfor
exudates detection and risk level classificatidvere is quite
much research work to be done.

3. Proposed CAE System for Segmentation
and Classification of Exudates Method

The proposed CAE system involves four processiegssin

the detection of disorders in the retinal funduages is shown
in Figure 1. Preprocessing step enhances the yuallitthe

image for further processing steps. The secondestaglves

segmentation and detection of exudates. The &tatisexture

features are extracted from the segmented exuduatas third

stage. In the fourth stage, the extracted feataresused for
Risk level Classification of DR in the fundus retiimage.

3.1 Image Preprocessing

Preprocessing aims at improving the quality of eagbut

image and reducing the computational burden fosegbent
analysis steps. In fundus retinal images the grheand is
largely used for identification of exudates, thad rand blue
bands because it gives more information. Morphalaigi
filtering is applied to the green channel imageatmove vessel
central light reflex, as it may contribute to faldetection of
exudates. The arithmetic mean kernel is used fokdraund

homogenization in order to obtain smooth intensiglues

uniformly.

Fundus Retinal

y

Segmentation of

Image
i 14 Exudates
Preprocessing
<y

Feature Extraction and
Feature Selection

A ¥V 4

Risk level Classification of
DR in fundus retinal image

!

Normal or Mild or Moderate or Severe

Figure1l. Block diagram of Proposed CAE System for Fundus
Retinal Image Exudate Detection and risk level classification of
Diabetic Retinopathy.
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3.2 Segmentation of Exudates
The exudates are extracted by eliminating bloodselesand
optic disc from the green channel image. The si®psved in
exudates detection are as follows.

Sep 1: Blood vessel segmentation

During the segmentation of exudates, the bloodeledsmve a
bright lesion like appearance. In order to imprtive accuracy
of exudates segmentation and to reduce false y®siti
detection, blood vessels are removed. Fuzzy C-Mé&a@#)
clustering algorithm is used to segment the bloeskel. FCM
is a data clustering technique where each datéa pelongs to

a cluster of some degree that is specified by a lmeeship
grade. It is based on the minimization of the ofijecfunction
given inEquation 1:

J =X X ultllx — vil|?

where m is any real number greater than;lis the degree of
membership of xin the cluster j, xis the " measured data; v
is the centre of the cluster, and ||*|| is any nexpressing the
similarity between any measured data and the clusatre.
The parameterm controls the fuzziness of the resulting
partition andm= 2 is used in this work.

The cost function is minimized when pixels cloge the
centroid of their clusters are assigned high mestbprvalues
and low membership values are assigned to pixels deta far
away from the centroid. The value of the memberéimgtion
represents the probability of a pixel belongingat@articular
cluster. In the FCM algorithm, the probability i®pkndent
solely on the distance between the pixel and eadtvidual
cluster centroid in the feature domain. The valugé o
membership functions and cluster centers are ugdagethe
following Equations 2 and3.

1<m<w  Eq. 1

1

u;; = — Eq. 2
ij [l /D q
k=1\|Ix j=vpll
and
T uijxy
V= Eqg. 3
ol a

Starting with an initial guess for each clustertegnthe FCM

algorithm tends to converge to a solution for repreging the

local minimum or a saddle point of the cost funetio
Convergence can be identified by comparing the ghain the

membership function or the cluster center at twocessive

iteration steps.

Sep 2: Optical disc segmentation

The segmentation of optic disc is crucial sinces itircular in
shape with high contrast and is similar to exudatesircular
mask is used for removing the optic disc. Increassize of
optic disc leads to Glaucoma.
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Sep 3: Exudate segmentation

The detection and quantification of exudates wdlhtribute to
the mass screening and assessing of the diabétiopathy.
Exudates detection without user interaction isansimple task,
because there is no prior knowledge about its poeser its
distribution. The size, shape, color, and thicknessy from
one patient to another patient. The exudates ataliynis
detected using entropy filtering. By employing eply filtering
over the preprocessed image, the filtered outpetarb
segments blood vessels, optic disc, and exudates.blood
vessels segmented step 1 and the optic disc obtained in
step 2 are subtracted from the entropy filtered outpuage to
extract the exudates separately.

3.3 Feature Extraction

Once the exudates are identified, it is necessargentify the
risk level of Diabetic Retinopathy, i.e., whethéie tDiabetic
Retinopathy is normal or mild or moderate or sevdter
guantitative evaluation, many features have bedrieved
from the exudates of the fundus retinal imagesaekdd during
segmentation. For retinal image exudates, risk lleve
classification statistical texture features are eljdused [3-
8,10,12-17]. In this proposed CAE system, a setbf5LCM
textural features and 4 GLHM (gray level histogramoments)
features as defined in [18-21] were extracted frone
exudates. These features are used because thepihuwves an
improvement in classifier performance [4,5,7,10]172- The
features extracted are: entropy, skewness, diféerenoment,
energy measure, difference variance, sum averdgadad
deviation, difference average, difference entropyrtosis,
correlation, inertia, variance, inverse differemeement, mean,
sum entropy, sum variance and information measure o
correlation.

3.4 Feature Selection

Feature selection has been widely used to imprdwe t
prediction accuracy of classifiers. The improvement
prediction is related to the removal of redundagdtdres or
noisy features in the data which can be elimindtgdeature
selection, relatively few features used in a cfasscan keep
the classification performance robust. Hypothes&st appear
to be well suited for dealing with the selection wiost
discriminative feature subset from the availabktdes set [22-
25]. The test indicates that only six features destriminate
between the different risk levels they are: cotreta cluster
shade, dissimilarity, kurtosis, mean and entrofhesE selected
features are not used in other classifiers thatwiéscussed in
the literature. The feature extraction and selectoe a key
step in risk level classification since the perfanmoe of CAE
depends on both the optimization of the featurecsiein and
the classification method.
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Correlation
Correlation is the grey level linear dependencevbeh the
pixels at a specified position to each other dsdnation 4:

Xi Zj(ir]')P(ivj)_ﬂxﬂy

Correlation = Eq. 4

Ox0y

Where p(i,j) is the pixel value at the point (ig) an imagep
ando are the mean and standard deviation respectively.

Cluster shade

Cluster shade is a measure of the skewness of #texnor
lack of symmetry. When the value of cluster shade&igher,
the image is not symmetric with respect to the uextvalue.
The cluster shade is estimated udtogation 5:

.. 3

Cluster shade = ¥} ((i —u)+(+ u]-)) c(i,))
C (i,j) — is the (i,j) the entry in co-occurrenceatmix C
Y, mean¥!z¥  where M is the number of rows

j=N
Y, meanij.z1
Zi,j meaniiﬁZj
i is defined ag; = ¥, i ¥ c(i,))
u;j is defined ag; = ¥ j ¥ c(i, )

Eqg. 5

where N is the number of columns

Dissimilarity
It is a measure that defines the variation of desqel pairs in
an image. It is computed asHaguation 6:

Dissimilarity = ¥ ;i — jlp(i,j) Eq. 6
Where p(i,j) is the pixel value at the point (pf)an image.

Mean Value

The mean,u of the pixel values in the defined window,
estimate the value in the image in which centralstaring
occurs, calculated using Equation (7).

1 ..
p= e Xit Xjeap (i)

Where p (i, j) is the pixel value at point (i, f)@n image.

Eqg. 7

Kurtosis

The Kurtosis,
distribution relative to a normal distribution. Thenventional
definition of kurtosis is given iEquation 8.

1 i)H-pl?
K :{ ?112?;1 [—pa? H] }_3

MN
Where, p(i,j) is the pixel value at point (i,}), andc are the
mean and standard deviation respectively. The H8 teakes
the value zero for a normal distribution.

Eq. 8

Entropy

Entropy shows the amount of information of the imdkat is
needed for image compression. Entropy measurefosiseof
information in a transmitted image asHquation 9.

Entropy = — ¥, ;p(i,j) =log (p(i,)) Eq. 9
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K measures the peakness or flatness o

3.5Risk Level Classification

Once a proper representation in a feature spacebbaes

chosen for the patterns, a classifier should beddaand tested
on the data. The role of the classifier is to impdat a decision
rule that will indicate to which class a given patt belongs.
Some efforts have already been made to automatipadidict

the risk level [3-8,10,12-17]. Risk level classdimn algo-

rithms are in continuous development and improvemen

Investigational Analysis of Risk Level Classifier Models

The classification methods are used to classify dagected
exudates in the fundus retinal images into NormmaMdd or

Moderate or and Severe Diabetics Retinopathy. HEiectson
of the correct classifier is a factor that very stwvely affects
the performance of the correct classification. Tdeected
classifier needs to fit well to the training data.(produce a
good separation between the classes) while, oottiter hand,
being as robust as possible to unseen data (gizadvifity). In

this proposed work, three types of classifiers sashBack
Propagation Network (BPN), Support Vector MachiB&/i/)

and Probabilistic Neural Network (PNN) were evadgafor

classification of the different stages of DiabetRstinopathy
of detected exudates in the fundus retinal images@ find an
optimal classifier that outperforms all other explb classifiers
for the features extracted and the examined datdskindus
retinal images.

Artificial Neural Network (ANN) Classifier

The proposed artificial neural network classifierodel

implemented includes a three-layered network tagpploit has
an input layer, an output layer, and a hidden layae number
of nodes present in the input corresponds to thabeun of

input variables, which are six in this experimeetéuse six
texture features are selected for classificatidre dutput layer
contains one node with values from zero to onecatitg the
different stages of diabetic retinopathy; the hiddayer

contains five nodes. The proposed artificial neuratwork

classifier model implemented includes a three-legiearetwork
topology — it has an input layer, an output layerd a hidden
layer. The mean-square difference is used to etitha error.
The learning coefficient of 0.0001 is set for thdden layer
and 0.01 for the output layer. The linear activationction is
used for the hidden layer and the hyperbolic tahgemsfer
function is considered as activation functions floe output
layer.

Back Propagation Algorithm

The back propagation learning algorithm is a supged/
learning method that can be used with multilaydwoeks and
nonlinear differentiable transfer functions [25hel power of
the back propagation algorithm is that it allowstaompute
an effective error value for each node in the hiddait and
thus adjust the hidden weights. The back propagdéarning
algorithm consists of presenting an input patterd apdating
the network connection weights to bring the actoaiputs
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closer to the desired target values. These actutduts are
compared to the target values; any difference spmeds to an
error. This error is some scalar function of thégls, thus the
weights are adjusted to reduce the error. Thisr darmction is
the sum of squared differences of the actual ostpmand
targets. Let Ybe the training set elements; &fe the outputs
and Q are the desired output or targets, then the éuration
of the {" pattern is shown iEquation 10.

E =330} - of)?

The back propagation weight adjustment is done utjino
Equation 11.

Eq. 10

0E

wij(k +1) = wy; (k) —n 5~ Eqg. 11
ij

Where k is the iteration number ands the learning rate. The

weights are adjusted continuously until a “betterfgrmance”

is reached.

The back propagation neural network has a highesscrate
in elucidating many complex problems, but it stils some
drawbacks. If the learning rate is small, the fragrprocess or
learning process is stable but at the expense wipatation
time. If the network topology is not carefully setied, the back
propagation algorithm can get easily trapped imll@cinima or
it might lead to slow convergence or even netwailufe.

Support Vector Machine (SYM) Classifier

ANNs have proven to be good classifiers, but theyuire a
large number of samples for training, which is alvtays true
in practice. Support vector machines (SVMs) areethasn
statistical learning theory and they specialize &orsmaller
sample number. The SVMs have better generalizattiam
ANNs and guarantee the local and global optimaltsmh
similar to that obtained by ANN [26].

Support vector machines (SVMs) are an emerging afe
investigation in machine learning and pattern redom.
SVMs are a machine learning method for creating
classification function from a set of labeled tiaghdata. The
basic concept of SVM is to build a hyperplane asdhcision
surface in such a way that the boundary of semaratimong
positive and negative examples is maximized [10].

The input training vectors;xand x (set of input feature
vector and predicts) are mapped into a higher daoaal

space by a function @. Then SVM constructs a linear

separating hyperplane with the maximal margin is tiigher
dimensional space. Furthermore, K, ¢&) = @ (%) X @ (%) is
called the kernel functions [10]. For this expenta work,
the linear kernel is used. The linear kernel fuorcis given by
Equation 12.

K(xi, x]) =X;® x]- Eq 12

Where x and x are input vectors comprised of one of the

previously mentioned feature vectors and predietss, the dot
product operation.
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SVMs have been shown to perform well in medicabdizsis
applications and have also been shown to perforthwren

dealing with relatively small training sets [10].hi§ is

particularly appealing given the inherent diffiguibh acquiring

large amounts of screening data devoted exclusively
training. The support vector machines also perfaretl and

classify reasonably quickly on high dimensionabda0].

Probabilistic Neural Network (PNN)

A Probabilistic Neural Network (PNN) is a feed-famd neural

network widely used in classification and patteecagnition

problems. In the PNN algorithm, the Parent Prolitgbil
Distribution Function (PDF) of each class is apjmated by a

Parzen window and a non-parametric function. PNa$sifier

maps any input pattern to a number of classificatidSo the
probability of miss-classification is minimized [R7

There are three layers in architecture - the fager is the
input layer, second is the pattern layer, and theltis the
summation layer. When an input pattern is presertedinput
layer computes distances from the input vectorhi® target
vectors and generates a vector whose elementsfyspeni
close the input is to a target vector. These doutions for
each class of inputs are summed up in the pattyerlto
produce as its net output a vector of probabilitiesally, the
summation layer picks the maximum of these prokiasl
[27].

The total neurons in Pattern Layer are based air th
corresponding class. If there are C Classes andundds, then
in each group there will be n/C neurons. Output tXeach
neuron will be computed by a probability densityndtion
(generally used Gaussian distribution) giveEgquation 13.

9:(0) = == exp{=((IX - x;[)*/20)} Eq. 13

Where i = 1...n (Neurons in Pattern Layer); j = 1..Nufnber
of Inputs in Input Layer) is the smoothing paramdtealues
depends on the dataset or estimated heuristically).

In summation layer, all the neurons which beloogthat
class will be summed up here as givekquation 14.

fi(x) = Xj=19:(x)

where i=1...C (Classes); | is the number of neurahsch
belongs to that class.

The Output Layer decides in which class test sarbplongs
by comparing the f's values of the pattern layeings
Equation 15.

If £;(x) = £;(x), // Given i

Thenx € i (€" number of classes)

Eq. 14

Eq. 15

Else
x € j(€"number of classes)
End
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Probabilistic Neural Network (PNN) guarantees tmvie
optimal classification as the size of the represtére training
set increases. Theaining patterns can be added or remc
without extensive retraining. But the major diffiiguis to find
an accurate smoothing parameter

4. Experimental Results and Discussion

This section presents the visual and statisticgearmental
results and analysis of the proposed computer assi
evaluation system for exudates detection and riskel
classification of diabetic retinopathy on real fusdretinal
image dataset.

4.1 Evaluation Data and M ethods

The fundus retinal image dataset contarecords of 160
patients, which are taken using the fundus cam&@-50DX.
The fundus retinal image dataset along with theigdotruth is
received from the Aravind Eye Hospital, Coimbatdnelia.

The test fundus retinal images are preeessed to obn a
green plane image which enhances the quality ofr¢hieal
image and makes the analysis easier. From the grieer of
the image, the blood vessels are segmented sdgadratader
to find the presence of exudates parameters indtieal tes
image is shown irFigure 2. Finally, the segmented exuda
are detected and converted into RGB image withrgpagche:
on the exudate part of the retinal image makesee
identification of the presence of exudates as shaw
Figure3.

The exudate regionsf the retinal fundus images for Norm
Mild, Moderate and Severe DR are overlaid on thgimal
input retinal images for human perception. The lagmretinal
input images are listed ifFigure3. Exudate patches of
Normal, Mild level of DR, Moderate vel of DR, Severe level
of DR on the retinal fundus images are showFigure 3.

The retinal images of the Mild DR patients will leaa few
exudate patches overlaid laid as green patchdsein driginal
retinal image. Similarly, the retinal images he Mild DR will
have more exudate patches than the Mild DR ovendaidhe
original retinal image. The retinal images of thev&e DR
patients will more exudate patches on the retimahges
overlaid when compared to the Mild DR and Mild D&ipnts

4.2 Performance Evaluation

Three classifiers are designed and their strudsuiredividually
optimized such that the performances of the indii
classifiers are maximized. The performance of tlessifier
model used in the proposed CAE system is vald using
crossvalidation experimentation, for crcvalidation the
fundus retinal image dataset is divided into tlkaning set an
the test set. The training set of 100 images froendataset i
used to build the classifier model and the testey of 60
images from the dataset is used to evaluate thettalassifiel
model. The training dataset images are not uo testing the
classifier model.

(a) Test image

(b) Green plane

Figure 2. Exudate Detection.

Mild DR

Normal Retinal image

(c) Blood vessel segmented
image

(d) Exudate Segmentation (e) Exudate Detection

Moderate DR Severe DR

Figure 3. The exudate regions of the retinal fundus images for Normal, Mild, Moderate and Severe DR are overlaid on the original input

retinal.
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The classification performance can be assessestnmstof the
sensitivity, specificity, accuracy, and Error iretblassification
of the system as derived from tBquations 16-19.

TP+TN

Accuracy (ACC): ACC = TPTFPIENTIN Eqg. 16

Specificity (SP): SP = —— Eq. 17

Sensitivity: SN = T Eqg. 18
TP+FN

Error in classification (E): E = 1 — Accuracy Eqg. 19

Where TP = true positive, TN = true negative, FHalse
positive, and FN = false negative. It is clear tha main
purpose of any classifiers to reduce the false tipesiand
negative rates, similarly, to exploit maximum tnggative and
positive rates.

It is obvious that the main objective of a classifis to
maximize the true negative and positive rates iamjlaly, to
minimize the false positive and negative rates. 3dmsitivity,
specificity, accuracy, and error of the classifimattechnique
were evaluated through quantitative measures detiveugh
the comparison of each classified result with dsresponding
ground truth. Ground truth is based on the diagnas$ithe
Ophthalmologist, who analyses the fundus retinalges.

The comparison of classifiers is made in ordeddtermine
and signify the best classifier for the providedadat of real
fundus retinal images. The results obtained by praposed
three classifier models for CAE system using creagdation
method are presented irable 1. The results indicate that the
selected texture features for classifier providettebe
discrimination between various risk stages of diabe
retinopathy than other methods that were proposedhé
literature. The results of the experiments also lymghat
combining different types of statistical texturefoirmation
(GLCM and GLHM) into a single feature set may imprdhe
discriminatory power of a feature set without irm@ieg its
size.

The comparison of classifiers is made in ordedetermine
and signify the best classifier for the providedadat of real

fundus retinal images. The results obtained by praposed
three classifier models for CAE system using creagdation
method are presented irable 1. The results indicate that the
selected texture features for classifier providettebe
discrimination between various risk stages of diabe
retinopathy than other methods that were proposedhé
literature. The results of the experiments also lymghat
combining different types of statistical texturefoirmation
(GLCM and GLHM) into a single feature set may imprdhe
discriminatory power of a feature set without irmgiag its
size.

The overall results of performance evaluation iolg from
classifiers indicate that the optimal feature sbicl has been
extracted by statistical t-test provides high aacyr
sensitivity, and high specificity than the availhinethods
reported in the literature. This will lead to a uval
development of a CAE system capable of assistingltlhe
professionals in the painstaking task of tracingdius retinal
image in search of abnormalities.

5. Proposed CAE System Snapshots

The proposed CAE system is developed as an Andiased
mobile application and it is shown fxigure 4.

6. Conclusion

This paper introduced a set of methods for prongssind
analyzing fundus retinal images. An efficient segtagion
method along with best-performing texture featurasd
classifiers for risk level classification of dialwetetinopathy on
real Fundus Retinal Image dataset. Fuzzy C-meahgm@tnopy
filtering based exudates segmentation is used féicient

detection of exudates. A set of 18 textural fea@L.CM and
GLHM) information are extracted from the exudatdstlme

fundus retinal image dataset. The features sulsseelected
using statistical hypothesis t-test, which resmtimdicating six
features which are best in discriminating betwearious risk
levels of Diabetic Retinopathy.

Table 1. Detailed investigation of the classifiers proposed for Diabetic Retinopathy stage classification.

Classifier Type Artificial Neural Network (ANN)  Probabilistic Neural Network (PNN)  Support Vector Machine (SVYM)
Number of cases used for classification 60 60 60
True positive 37 34 39
True negative 17 16 19
False positive 3 4 1
False negative 3 6 1
Sensitivity (%) 92.5 85 97.5
Specificity (%) 85 80 95
Accuracy (%) 90 83.33 96.67
Error in classification (%) 10 16.67 3.33
No of cases misdiagnosed 6 10 2
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Figure 4. Snapshots of Android-based mobile application of proposed CAE system.

Three types of classifiers such as Support Vectechihe 6. Acknowledgement
(SVM), Back Propagation Network (BPN) and Probalidi

Neural Network (PNN) were analyzed for classifioatiof the

different stages of Diabetics Retinopathy of detdatxudates
in the fundus retinal images and it is found thdMsclassifier

outperforms all other explored classifiers for tFeatures
extracted and the examined dataset of fundus tatimeges.
The proposed set of methods can be used as partlafer
CAE system to improve diabetic retinopathy diags.osi
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