
1. Introduction

Development of a current land cover map is 
a time-consuming procedure, because due to 
vegetation growth and fast urbanization pro-
cesses such maps must be frequently updated. 
Satellite images collected daily or in the interval 
of several days are one of the sources of data 
used for updating of land cover maps. Until now 
Corine Land Cover (CLC) databases for Po-
land have been created as a result of an expert 
visual interpretation of satellite images. Visual 
photointerpretation is time-consuming, in the 
case of CLC2012 covering the area of Poland 
it lasts almost one and half years (A. Hościło, 
M. Tomaszewska 2015), as well as costly and 
subjective. Thus it is important that an automatic 
or semi-automatic methods of land cover map-
ping are developed. Such methods are more 
objective and less expensive, and the process 
of classification takes less time than in the case 
of visual interpretation. Nevertheless there is 
still problem with mapping various stages of 

vegetative growth. Application of a fuzzy artifi-
cial neural network simulator fuzzy ARTMAP 
(G.A. Carpenter, S. Grossberg et al. 1992) for 
generation of land cover maps allows for auto-
mation of the classification process.

The article presents the methods of land 
cover classification according to the Corine 
Land Cover legend using satellite images from 
Landsat TM1 and the fuzzy ARTMAP simula-
tor. A research area covers a part of Warsaw 
and the sub Warsaw area (fig. 1). 

The join NASA/USGS Landsat program has 
provided images of the Earth since 1972 (8 sa-
tellites have been launched so far). Table 1 
presents the parameters of Landsat satellites. 
In this article, the Landsat 5 TM images with 
a spatial resolution of 30 m were analyzed. 
Landsat images were used to develop Corine 
Land Cover 1990 and 2000 (E. Bielecka, A. Cioł-
kosz 2004).

1  Project Corine Land Cover, www.igik.edu.pl/pl/corine-
-projekt
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The paper presents a method of land cover classification based on a fuzzy artificial neural network simulator 
and Landsat TM satellite images. The latest CORINE Land Cover 2012 polygons were used as reference data. 
Three satellite images acquired 21 April 2011, 5 June 2010, 27 August 2011 over Warsaw and surrounding 
areas were processed. As an outcome of classification procedure, the maps, error matrices and a set of 
overall, producer and user accuracies and a kappa coefficient were achieved. The classification accuracy 
oscillates around 76% and confirms that artificial neural networks can be successfully used for forest, urban 
fabric, arable land, pastures, inland waters and permanent crops mapping. Low accuracies were obtained in 
case of heterogenic land cover units.
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Tab. 1. Landsat missions

Satellite Time of data 
acquisition Spectral resolution (μm) Spatial resolution (m)

Landsat 1 1972–1978 RBV: 0.48–0.83 (3 spectral bands),  
MSS: 0.5–1.1 (4 spectral bands) RBV: 80 m; MSS: 80 m

Landsat 2 1975–1982 RBV: 0.48–0.83 (3 spectral bands),  
MSS: 0.5–1.1 (4 spectral bands) RBV: 80 m; MSS: 60 × 80 m

Landsat 3 1978–1983 RBV: 0.505–0.750 (3 spectral bands), 
MSS: 0.5–12.6 (5 spectral bands) RBV: 40 m; MSS: 60 × 80 m

Landsat 4 1982–1993 MSS: 0.5–1.1 (4 spectral bands),  
TM 0.45–12.5 (7 spectral bands)

MSS: 60 × 80 m (MS);  
TM: 30 m (MS); 120 m (TIR)

Landsat 5 1984–2013 MSS: 0.5–1.1 (4 spectral bands),  
TM 0.45–12.5 (7 spectral bands)

MSS: 80 m (MS);  
TM: 30 m (MS) and 120 m (IR)

Landsat 6 1993 (Launch failure)

Landsat 7 1999–2013 ETM+:0.45–12.50, PAN: 0.5–0.9 
(8 spectral bands)

ETM+: 15 m (PAN), 30 m (MS) 
and 60 m (TIR)

Landsat 8 11 February 2013 OLI: 0.433–12.5 
(11 spectral bands)

OLI: 15 m (PAN), 30 m (MS, IR), 
TIRS: 100 m

Fig. 1. Study area the Landsat 5 TM satellite, RGB composition: A – 21.04.2011, B – 05.06.2010, C – 27.08.2011
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Corine Land Cover (CLC) program (COoRdi-
nation de l’Information sur l’Environnement / 
CO-oRdination of INformation on Environment) 
resulted from an initiative of the European Union 
in 1985. Its objective was to gather harmonized 
information about the state of environment in 
areas of priority for all E.U. countries and to 
synchronize efforts in data gathering at the na-
tional and pan-European level (Commission of 
the European Communities 1995). CLC legend 
includes 44 classes of land cover and is divided 
into 3 levels of detail. The first level, of least 
detail, contains 5 main classes, the second – 
15 classes, and the third – 44 classes. CLC 
database in Poland includes 33 classes of 

land cover within the third level of detail. CLC 
database is updated in a 6 year cycle; the latest 
was created for 2012. Because of the cyclicity of 
CLC databases’ elaboration it is possible to 
analyze changes in land cover between periods 
(J.  Feranec et al. 2007). CLC2012 database 
was used for selection of training and verifica-
tion polygons (J.B. Campbell, R.H. Wynne 2011) 
necessary for classification, i.e. assigning the 
pixels of similar spectral reflection into a parti-
cular cluster, which relates to a defined group 
of objects (J.R. Anderson et al. 1976).

Classification using the artificial neural net
works method was based on image spectral 
parameters and non-parametric components, 

Fig. 2. Research schema
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i.e. repeated pixel arrangements (R. Tadeusie-
wicz 2007). It relies on the physiology of human 
perception of objects which uses not only color 
but also object structure and texture (R. Lula, 
R. Tadeusiewicz 2001). A human is capable of 
recognizing objects by these features (B. Za-
gajewski 2010). An artificial neural network also 
uses such features and thanks to them and the 
input data it generates new information. Main 
research on neural networks was conducted in 
1960-1980 and evolved with the development 
of information technology. The breakthrough 
came with association memory and creation of 
ART type network (G.A. Carpenter, S. Gross-
berg et al. 1992). Development of artificial 
neural networks resulted in their more com-
mon application in the process of classification 
(J.F. Mas 2004, H. Yuan et al. 2009, J. Olczyk 
2014). M. Heinl et al. (2009) compared the out-
come of land cover classification performed 
using artificial neural networks (total accuracy 
86%) with the method of maximum likelihood 

(total accuracy 75%) and discriminant analysis 
(total accuracy 75%). Growing significance of 
artificial neural networks for classification of 
urban areas is worth noting, because of a wide 
range of spectral reflection of such areas 
(M.J. Aitkenhead, I.H. Aalders 2008; A. Iwaniak 
et al. 2002; M. Krówczyńska 2004).

Fuzzy ARTMAP simulator used by the authors 
was prepared by the team of Professor Paolo 
Gamba at the University of Pavia (G. Trianni 
2007). It is a supervised network, which uses 
an earlier prepared model of maps with sepa-
rately prepared training and verification poly-
gons for classification. When creating polygons 
it is important that verification and training po-
lygons do not overlap; such overlapping can 
have negative effect on the result of classifica-
tion. Two patters are input into the network: the 
first – learning pattern, and the second – veri-
fication pattern. Parameters concerning neuron 
signal choice, network learning speed, probabi-
lity factor and iteration number are also defined. 

Tab. 2. Error matrix of the image classification acquired on 21 April 2011

User 
Acc.

Land cover types (number of classified pixels)

3.1 1.1 2.1 2.3 5.1 2.2 3.2 2.4 1.4 1.2

3.1 – Forests 92.13% 7084 0 0 67 0 9 458 71 0 0

1.1 – Urban fabric 86.93% 15 4424 33 36 15 17 6 56 192 295

2.1 – Arable land 77.30% 0 146 3653 98 15 299 215 201 29 70

2.3 – Pastures 68.50% 324 0 57 2460 0 156 347 202 30 15

5.1 – Inland waters 96.41% 3 41 39 4 3300 0 0 4 0 32

2.2 - Permanent crops 74.15% 50 78 197 145 0 2389 25 160 85 93

3.2 – Scrub and/or 
herbaceous vegetation 
associations

51.66% 49 3 93 477 0 142 1245 348 44 9

2.4 – Heterogeneous  
agricultural areas 18.33% 58 132 500 214 0 388 448 428 133 34

1.4 – Artificial,  
non-agricultural 
vegetated areas

65.83% 15 220 12 66 0 188 3 169 1308 6

1.2 – Industrial, 
commercial and 
transport units

50.03% 0 698 27 0 58 2 0 17 4 807

Prod. 
Acc. 93.24% 77.05% 79.22% 68.97% 97.40% 66.55% 45.32% 25.85% 71.67% 59.29%

User  Acc. – user accuracy
Prod.  Acc. – producer accuracy
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The network is supposed to learn the relations 
between testing layers, multispectral images 
and additional files, e.g. NDVI value layer (B. Za-
gajewski 2010). Fuzzy ARTMAP simulator is 
also a competing network. Within the network 
there are two simulators which simultaneously 
analyzed data. The image which is classified 
better is presented as the final result of net
work’s operation (B. Zagajewski 2010). In their 
works B. Zagajewski (2010), U. Pytlak (2013) 
and M. Kacprzyk (2013) classified satellite 
images using fuzzy ARTMAP simulator. B. Zaga-
jewski (2010), working on hyperspectral DAIS 
7915 data, obtained producer accuracy of 86% 
and user accuracy of 75%. U. Pytlak (2013), 
classifying a Landsat satellite image, obtained 
total accuracy of 91%, and M. Kacprzyk (2013), 
also from a Landsat satellite image, obtained 
a total accuracy of 68%. 

2. Research methods

Classification was done at the second level 
of Corine Land Cover legend, using 10 classes. 

Classification and evaluation of its accuracy 
were performed according to the following 
scheme (fig. 2).

Images acquired by Landsat 5 on 21 April 
2011, 5 June 2010 and 27 August 2011 were 
obtained from the USGS’ Earth Explorer (fig. 1A, 
1B, 1C). At the first stage the CLC2012 was 
transformed from the PUWG 1992 coordinate 
system into UTM WGS-84 model using ArcMap 
ESRI 10.2 software, to comply with Landsat sa-
tellite images. Finally, the study area was subset.

In the next step the training and verification 
polygons were determined basing on CLC2012 
database. In total, 10 classes of land cover 
were established in the analyzed area accord
ing to the second level of CLC legend: 1.1 urban 
fabric, 1.2 industrial, commercial and transport 
units, 1.4 artificial, non-agricultural vegetated 
areas, 2.1 arable land, 2.2 permanent crops, 
2.3 pastures, 2.4 heterogeneous agricultural 
areas, 3.1 forests, 3.2 scrub and/or herbaceous 
vegetation, and 5.1 inland waters. Basing on 
the Landsat images, an NDVI normalized green 
vegetation index was calculated based on red 

Fig. 3. Classification map of the image acquired on: A – 21.04.2011, B – 05.06.2010, C – 27.08.2011



210 Martyna Golenia, Bogdan Zagajewski, Adrian Ochtyra, Agata Hościło

and infrared bands. NDVI determine the density 
and condition of the vegetation, thus can be 
useful to differentiate various vegetation types. 
The classification with the fuzzy ARTMAP simu-
lator was performed using six bands of Landsat 

images (except thermal band), NDVI data and 
training and verification polygons in bitmap for-
mat. A post-classification image and an accu-
racy chart were obtained as a result of artificial 
neural network operation.

Fig. 4. A – producer accuracy of the second level CLC2012, B – user accuracy of the second level CLC2012
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Finally, an evaluation of total accuracy, which 
shows the proportion of correctly classified 
pixels to their total number, was performed. 
For this purpose, an error matrix was built with 
verses containing number of properly classi-
fied pixels of each kind of land cover types 
according to the validation set and columns in 
which results of particular pixels representing 
analyzed classes originating from classification 
are recorded (B. Zagajewski 2010). The matrix 
informs how accurate (i.e. with what accuracy) 
the pixels in particular verification areas were 
classified (J.R. Jensen 2005).

3. Classification results

As a result of the classification procedure 
using polygons drawn on the base of CLC2012 
map a set of post-classification images was 
obtained (fig. 3A, 3B, 3C). Error matrices pre-
senting accuracy were also generated (table 2).

Total accuracies achieved for all post-classi-
fication images are comparable, about 70%. 
The best result (76%) was achieved for the 
image acquired in August (fig. 1C) and the 
worst for the image from June (fig. 1B, 68,6%).

The best classification was achieved classi-
fying the image from 21 April 2011 (fig. 1A), 
where 75.1% pixels were correctly classified 
(fig. 3A). The error matrix (table 2a), presenting 
the accuracy of the classification, shows that 
4 out of 10 classes of land cover are classi-
fied very well (user and producer accuracies 
80–100%). These classes are: 5.1 inland waters 
(96.41–97.40%), 3.1 forests (92.13–93.24%), 
1.1 urban fabric (77.05–86.93%), and 2.1 arable 
land (77.30–79.22%). Class 2.4 – heterogeneous 
agricultural areas were not classified properly, 
accuracies below 30% (producer accuracy 
13.45%, user accuracy 23.3%). Remaining 
classes are matched with accuracy at the level 
of 50–70%.

Achieved results are in line with the results 
of the other researchers i.e. M. Łyko (2012) – 
total accuracy: 62%, J.F. Mas et al. (2004) – 74%, 
H. Yuan et al. (2009) – 88%, M.J. Aitkenhead 
and I.H. Aalders (2008) –  85%. Similar results 
were achieved by M. Kacprzyk (2013) for natural 
lowland ecosystems. It was also noted that the 
achieved accuracy depends on the type of 
land cover (its heterogeneity). U. Pytlak (2013) 
achieved the highest accuracy for large agricul-

ture areas, where bigger inland waters scored 
the best results (98.1–99.9%), and homoge-
nous arable land (94.9–96.3%) and forests 
(89.9–97.4%) were classified very well. 

4. Conclusion

Basing on the achieved results (accuracy at 
the level of 68–76%) it was determined that 
the artificial neural networks can be a useful 
tool for elaboration of selected land cover types. 
Classification using non-automatic methods 
gives similar accuracy but requires more time 
and effort. Another advantage of artificial neural 
networks is that they lower the influence of error 
resulting from the lack of knowledge of land 
cover. The simulator classifies terrain based on 
satellite images. Land cover maps in various 
countries are elaborated by the same stan-
dards and parameters. Nevertheless it should 
be noted that results generated by artificial 
neural networks are cartographically incorrect 
and further rendering by adding additional ele-
ments is required.

Conclusions:
• The highest total accuracy was achieved 

on a Landsat 5 image acquired on 27 August 
2011 (76.6%); the lowest accuracy (68.8%) 
was achieved on the spring image acquired on 
21 April 2011.

• Despite similar values of the total accuracy 
for all images (about 70%), user and producer 
accuracy vary even by several dozen percent.

• Land cover classes like inland waters, forests 
and urban fabric were classified with the highest 
accuracy. For these classes artificial neural 
networks are a very good classification tool.

• The mixed crop classes were not classified 
correctly with the artificial neural networks.
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