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Abstract

When an artificial neural network is used to determine the value of a physical quantity its result is usually presented without an uncertainty. This is due to the difficulty in determining the uncertainties related to the neural model. Therefore, this article proposes a method of obtaining reliable results by measuring systems that use artificial neural networks. For this, it considers the Monte Carlo Method (MCM) for propagation of uncertainty distributions during the training and use of the artificial neural networks.
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1. Introduction

ANN-based tools frequently present themselves as solutions where mathematical models of the physical phenomena are impracticable [1]. They enable effective modelling of complex problems with quite adequate results [2–6]. However, when ANNs are used to present the value of a physical quantity, their results can be contested in the light of metrology: when a measurement result is reported it is mandatory to present it with a kind of quantitative indication of its quality. Without this quality indication it is not possible to compare the result either with other results or with a reference value [7].

The quality of a measured quantity is expressed by its measurement uncertainty, which is defined in the international dictionary of metrology as a parameter associated with the measurement result, which characterizes the dispersion of values that could reasonably be attributed to the measurand [8]. Accordingly, the measurement uncertainty is nothing more than a range of values which indicates, with a certain probability, where is the real value of the measured quantity. Thereby, the measurement uncertainty reflects the lack of knowledge about the exact value of the quantity and it must always be given – because it is impossible to determine the value of any quantity without the existence of doubt. To better illustrate the concept of measurement uncertainty, the measurement of a voltage with a voltmeter can be taken as an example. It is necessary to connect the voltmeter to the electrical circuit and the input impedance of the voltmeter will introduce errors in the measurement related to the real
voltage value. Correction of these errors could be done by knowing the input impedance of the voltmeter. However, this impedance can be known only by measurements which would be uncertain. Thus, it is impossible to execute an error-free measurement. This lack of knowledge about the exact value of the measured quantity must be expressed [7].

In measuring systems where indications of different instruments are combined in a mathematical model for to obtain a final result, the measurement uncertainty must also be propagated in this model. Thus, the final result must also be expressed with its respective measurement uncertainty. As an example, the active power measurement (P) in an electronic circuit as the product of measurements of the direct voltage (V) and direct current (I) can be considered. Thereby, the voltage and current measurement uncertainties are propagated in the mathematical model (P = V·I), and so it is possible to estimate the range in which the real value of the power is found.

For all these measurement situations there are very well defined and internationally accepted methods for evaluation of the uncertainty. However, these methods do not make any reference to measuring systems that use Artificial Neural Networks (ANNs). In many practical cases ANNs are used to replace the classical mathematical models. Usually, ANNs are obtained with interactive and iterative procedures based on data and heuristics. When this occurs, the training dataset is obtained from measurements of the real world, and as there are errors in these measurements, there will certainly be a difference between the classical mathematical model and the neural model.

Due to the infeasibility to exactly know the errors that measurements cause in the training of an ANN, it is necessary to consider them in evaluation of the measurement uncertainty. Accordingly, the current methods used for determination of Confidence Intervals (CI) of ANNs do not satisfy the metrological state-of-art. On the other hand, the current methods of uncertainty evaluation do not consider the use of ANNs and their particularities in measuring processes. Therefore, this article aims to contribute to estimation of Confidence Intervals (CI) of measurement results that are generated by measuring processes using multilayer perceptron neural models. The article presents the current methods for estimation of CI in ANNs, the internationally accepted methods for evaluation of the measurement uncertainty, advantages of using the Monte Carlo Method (MCM) for propagation of the uncertainty distributions in artificial neural models, and the proposed method illustrated by a practical example.

2. Methods for estimating confidence intervals in ANNs

Different methods were proposed for estimating CI of ANNs. These methods usually depend on the type of architecture of ANN and play an important role when applied in practical situations [9–11]. The authors, like Chryssolouris et al. [12], Hwang et al. [13] and Veaux et al. [14], are still often quoted as the references in many different papers. They established and analysed methods for the CI estimation assuming that the presented errors are normally distributed and independent. The authors used CI estimation techniques applied in non-linear regressions. Moreover, they took into account the information that ANNs were obtained from random noise contaminated data.

Papadopoulos [15] compares three of these main methods with the aim of showing which best suits industrial applications. The tested methods estimate CI by obtaining a variance estimator assigned to each output value during the use of a neural model. It is expected that this estimator can then represent variability of the data used during the training phase. The following methods are considered:
- maximum likelihood training – which established creation of an increased network, according to what is presented in Fig. 1, which objective is obtaining a variance estimator
that represents variability of the data used during the learning of the ANN. The training of both networks is performed simultaneously with a function that contains all the parameters;
− approximate Bayesian training – which also makes use of an increased network as presented in Fig. 1, but accomplishes the training of both networks separately;
− bootstrap method – which starts from creation of a committee of ANNs, which is nothing but a set of \( k \) networks with the same configuration. Each ANN is trained with a set of \( n \) elements randomly chosen (with replacement) from an \( N \) element database (\( n < N \)). The resulting committee may be a simple average and the variance is the estimator of variability which is used for obtaining the CI.

![Fig. 1. An increased network [15].](image)

The presented methods show a concern in establishing ways to provide some reliability to the neural models that were trained using contaminated data. However, all methods concern exclusively with random errors, as can be seen also in [16]. Nevertheless, in many practical measurement situations, the systematic errors can have a stronger influence than the random errors. Actually, both random and systematic errors can or cannot be present in a measurement. However, the doubt related to the result will always exist. It is important to stress that the measurement uncertainty is a measure of doubt and it does not correspond to variability of the data. Therefore, in cases when the doubt related to the systematic error is stronger than that of the random error, the presented methods will not provide an adequate CI.

Another metrological situation not addressed by the presented methods is that they do not worry about uncertainties related to measurement instruments during the use of ANNs. They assume that the data will remain with the same variability of the data collected for the training phase. Nonetheless, the measurement instruments used during the training phase may be not the same as those used during the use of ANNs. This reinforces the need of obtaining a metrologically accepted method capable of estimating the uncertainty in the training and use of ANNs, instead of simply considering variability of the data caused by random errors during collection of the training data.

3. Methods evaluating the measurement uncertainty

As previously seen, the result of a measurement deviates from the real value of a quantity by the measurement error, which is generated by the inherent process of measuring and depends on the specific conditions of each measurement. The errors can be classified as systematic and random ones. The former, being a constant and repeated value in all results, and the latter – purely random with an average value equal to zero and assuming different models of probability distribution. Additionally, there are errors caused by wrong execution of the measurement procedures, damage or poor operation of the measuring instruments, and problems in treatment
or transcription of the collected data. These types of errors cause outliers that must be disregarded because they are not relevant for evaluation of the uncertainty.

As mentioned before, by its own nature, the error cannot be known exactly, and this fact led the international metrological community to formulate the concept of measurement uncertainty. In addition, it is now recognized that even if all known error components have been corrected, there still remains an uncertainty of correction itself [7].

There are several sources of errors in measuring instruments that can influence the measurement result. For this reason, the instrument manufacturers indicate in their specifications the Maximum Permissible Error (MPE) which informs, with a certain degree of probability, the extreme values that the error of a measurement can reach in a given situation. The MPE is by the manufacturers wrongly referred to as accuracy and encompasses different types of errors related to instruments, for example: linearity, gain, offset and hysteresis. In electronic measuring instruments, the limit of MPE around an indication is usually given as a percentage of this indication plus a fixed value [17].

In a very simplified way, it can be said that when a measuring instrument is individually used, its MPE may be misinterpreted as the uncertainty [17]. However, when different instruments are used for measuring a quantity, a procedure is necessary to combine the uncertainty contributions of each one of them.

The Guide to the expression of uncertainty in measurement establishes general rules to evaluate and express the measurement uncertainty. The Guide proposes two methods: the first one is given by the document JCGM 100 [7], which takes as the basis propagation of uncertainties (standard deviations) in the measurement model; the second one is given by the document JCGM 101 [18], which deals with propagation of the probability distributions in the measurement model using the Monte Carlo Method (MCM).

3.1. The propagation method of the measurement uncertainties versus the classical method

The classical method employs a mathematical model for obtaining the uncertainty of output quantity from a combination of the uncertainties of input quantities. The uncertainties of input quantities, also called the standard uncertainties, are defined as the standard deviations of the probability distributions. To obtain the combined standard uncertainty of output quantity the uncertainty propagation law is used, (1). It is worth mentioning that this paper deals just with uncorrelated measurements.

\[
    u_c(y) = \sqrt{\sum_{i=1}^{n} \left( \frac{\partial f}{\partial x_i} \right)^2 u^2(x_i)},
\]

where \( u_c(y) \) is the combined standard uncertainty of the output quantity \( y \); \( u(x_i) \) is the standard uncertainty of the input quantity \( x_i \); \( \frac{\partial f}{\partial x_i} \) is the coefficient of sensitivity of the input quantity \( x_i \).

Using the central limit theorem, the normal probability distribution for the uncertainty of the output quantity is expected. Therefore, the combined standard uncertainty is nothing but the standard deviation of this distribution and represents the probability of 68.2%. However, in practice it is necessary to present an interval with a higher coverage probability. An additional measure that satisfies this requirement is called the expanded uncertainty \((U)\), which is defined as \( U = k \cdot u_c \), where \( k \) is the coverage factor of the t-student probability distribution, which is an approximation of the normal distribution [7]. The effective degrees of freedom are calculated from the Welch-Satterthwaite formula, (2), which is used to obtain \( k \) from the t-student probability distribution.

\[
    v_{eff} = \frac{u_c^2(y)}{\sum_{i} \left( \frac{\partial f}{\partial x_i} u(x_i) \right)^2},
\]
where $v_{eff}$ are the effective degrees of freedom for the output quantity and $v_i$ are the degrees of freedom of the input quantity $x_i$.

3.2. The propagation method of the probability distributions versus the Monte Carlo Method

Evaluation of the measurement uncertainty with the MCM is nothing more than the propagation of the distributions of probability in the mathematical model, using numerical simulations of probable input values. So, the method treats the input quantities as random variables with their respective probability density functions (pdf). Thereby, random values are generated respecting the pdfs of the input quantities, which are propagated in the mathematical model to form the pdf of the output quantity. The limits for the measurement uncertainty are defined from the output quantity pdf. The MCM assumes that the measurement uncertainty represents the doubt about the measurement result, so each value obtained by random generation is as legitimate as any value indicated by the measuring instrument [19].

It is important to stress that the number of MCM trials has a strong influence on the expected coverage probability of the output quantity pdf. Accordingly, it is important to balance the number of trials with availability of hardware and simulation time [18].

3.3. Propagation of the measurement uncertainty in ANN

When an ANN is used in measuring systems as a substitute for a classical mathematical model of the physical phenomenon, it is also necessary to propagate the uncertainty in this ANN, and both propagation methods can be used. However, the MCM propagation method is easier than the classical one.

3.3.1. The classical method

A trained ANN can be considered as a mathematical model. Thus, the method of propagation of the measurement uncertainties as shown in 3.1 can be applied. If a proper neural network was obtained with a precise representation of the process it could be safely used as a mathematical model of measurement and treated using the classical approach for uncertainty evaluation. Some references, as [20] and [21], follow this way. Gusman [20] presents an example of using this method for a generic ANN with 2 neurons in the input layer, 2 neurons in the hidden layer and 1 single neuron in the output layer, as shown in Fig. 2.

The output function for this ANN is given by (3).

$$y = f(x_1, x_2) = \phi[b_3 + w_3, \phi[b_1 + w_{11} \cdot x_1 + w_{21} \cdot x_2] + w_4, \phi[b_2 + w_{12} \cdot x_1 + w_{22} \cdot x_2]],$$  (3)

where: $y$ is the ANN output; $x_i$ are the ANN inputs, $\phi$ represents the transfer function of each neuron, $w_{ij}$ are the weights assigned to each input of the neurons; and $b_i$ are the biases of each neuron.

Fig. 2. A generic ANN [20].
If in the mathematical model given by (3) \( x_i \) represent the values of measurements of the input quantities and \( y \) represents the value of the output quantity, then to obtain the measurement uncertainty of \( y \), it is only necessary to apply the uncertainty propagation law in the function \( f(x_1, x_2) \), as demonstrated by (4), (5) and (6):

\[
u(y) = \sqrt{\left(\frac{\partial f}{\partial x_1}\right)^2 \cdot u_{x_1}^2 + \left(\frac{\partial f}{\partial x_2}\right)^2 \cdot u_{x_2}^2}, \quad (4)
\]

where:

\[
\frac{\partial f}{\partial x_1} = \varphi'(x_1) \cdot [w_3 \cdot \varphi'(x_1) \cdot w_{11} + w_4 \cdot \varphi'(x_1) \cdot w_{12}], \quad (5)
\]

\[
\frac{\partial f}{\partial x_2} = \varphi'(x_2) \cdot [w_3 \cdot \varphi'(x_2) \cdot w_{21} + w_4 \cdot \varphi'(x_2) \cdot w_{22}]. \quad (6)
\]

It is possible to verify whether application of the uncertainty propagation law to an ANN requires having by the neurons differentiable transfer functions. It is also possible to notice that the simple propagation of the uncertainty in an ANN during its use does not take into account the uncertainties related to the data of the training process. Another problem in application of the classical method is establishing the partial derivatives related to the number of hidden layers and neurons for larger ANN configurations.

3.3.2. The Monte Carlo Method

Application of the MCM for propagation of the pdf in an ANN is less costly than application of the classical method. In this case, different values in the ANN inputs must be simulated to obtain the pdf of the output quantity, as exemplified by Fig. 3. It can be noticed that there is no need to calculate partial derivatives, the method just uses the already trained ANN for propagation of the distributions. Application of this method does not take into account the errors related to the ANN training process.

Validity of this evaluation method for an ANN is demonstrated by comparison of the results obtained from propagation of the pdfs in a mathematical model and in its neural equivalent. As an example it will be taken determination of the active power (P) using measurements of dc voltage (V) and dc current (I), following the equation \( P = V \cdot I \).

For the neural equivalent model, the following configuration of a feed-forward network was implemented: 2 neurons in the input layer; 4 neurons in the first hidden layer; 4 neurons in the second hidden layer; 1 neuron in the output layer. For the training the back-propagation algorithm was used; Table 1 presents the training set.
Table 1. The training dataset without measurement errors.

<table>
<thead>
<tr>
<th>Voltage (V)</th>
<th>5.00</th>
<th>6.00</th>
<th>7.00</th>
<th>8.00</th>
<th>9.00</th>
<th>5.00</th>
<th>6.00</th>
<th>7.00</th>
<th>8.00</th>
<th>9.00</th>
<th>5.00</th>
<th>6.00</th>
<th>7.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current (A)</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
<td>6.00</td>
<td>6.00</td>
<td>6.00</td>
<td>6.00</td>
<td>6.00</td>
<td>7.00</td>
<td>7.00</td>
<td>7.00</td>
</tr>
<tr>
<td>Power (W)</td>
<td>25.00</td>
<td>30.00</td>
<td>35.00</td>
<td>40.00</td>
<td>45.00</td>
<td>30.00</td>
<td>36.00</td>
<td>42.00</td>
<td>48.00</td>
<td>54.00</td>
<td>35.00</td>
<td>42.00</td>
<td>49.00</td>
</tr>
<tr>
<td>Voltage (V)</td>
<td>8.00</td>
<td>9.00</td>
<td>5.00</td>
<td>6.00</td>
<td>7.00</td>
<td>8.00</td>
<td>9.00</td>
<td>5.00</td>
<td>6.00</td>
<td>7.00</td>
<td>8.00</td>
<td>9.00</td>
<td></td>
</tr>
<tr>
<td>Current (A)</td>
<td>7.00</td>
<td>7.00</td>
<td>8.00</td>
<td>8.00</td>
<td>8.00</td>
<td>8.00</td>
<td>9.00</td>
<td>9.00</td>
<td>9.00</td>
<td>9.00</td>
<td>9.00</td>
<td>9.00</td>
<td></td>
</tr>
<tr>
<td>Power (W)</td>
<td>56.00</td>
<td>63.00</td>
<td>40.00</td>
<td>48.00</td>
<td>56.00</td>
<td>64.00</td>
<td>72.00</td>
<td>45.00</td>
<td>54.00</td>
<td>63.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After the training process a test set with different values of voltage and current was presented to the ANN. This enabled verification of the deviation in the neural model related to the mathematical model. The deviations were very close to zero for the test set. As the mathematical model of the physical phenomenon was known and used to generate the training set, there were no errors in the data of the training set.

Now, it is assumed a measuring system comprising the following instruments and related specifications: a 3½ digit voltmeter with 10 mV resolution and the maximum permissible error of ± (0.5% of reading + 4 times the resolution) V; a 3½ digit ammeter with 10 mA resolution and the maximum permissible error of ± (2% of reading + 6 times the resolution) A; in both cases the maximum permissible errors have uniform pdfs.

Thereby, a voltage indication of 7.00 V can be regarded as (7.00 ± 0.08) V, which states that the real value of the voltage must be between 6.92 V and 7.08 V. In the same way, a current indication of 7.00 A can be regarded as (7.00 ± 0.20) A.

Within the ranges defined by (7.00 ± 0.08) V and (7.00 ± 0.20) A 10,000 values of voltage and 10,000 values of current were simulated, respecting uniform pdfs in both cases. Therefore, these values were applied in the mathematical model and in the neural model. The results for the active power are shown in Fig. 4.

![Fig. 4. Application of the MCM: a) in the mathematical model; b) in the neural model.](image)

It is possible to observe that the distributions in both models are very similar in average and spreading. The mathematical model presents an average value of 49.02 W with standard deviation of 0.866 W, whereas the neural model presents an average value of 49.03 W with standard deviation of 0.874 W. The resultant pdfs for both models are also very similar to each other, which agrees with the declaration of feasibility of using the MCM in neural networks. Similar behaviour is observed for the whole test set. It is important to stress that the neural model must be used with the input data from within the range it was trained. Accordingly, the neural model will present proper outputs.
4. Effects of measurement errors on the ANN training

Subsection 3.3.2 showed that the use of the MCM for propagation of the measurement uncertainties of the input quantities in an ANN is possible. However, simple propagation of the pdf in a neural model would not result in proper uncertainties of the output quantity. In practical situations, where application of an ANN is advantageous in comparison with the classical mathematical model, it is impossible to train an ANN without errors imposed by measurements. In practice, a training set is obtained from the measurements and the mathematical modelling is unknown.

To better exemplify this concept the power measurement example will be revisited. Previously, the data were obtained without errors using a known mathematical model. However, the training data could come from measurements of the voltage, current and power. Therefore, the following assumptions are made: the same instruments are used to generate data for the ANN training and use; voltmeter and ammeter specifications are the same as in the previous example; the wattmeter has the following specification: $3^{1/2}$ digit with 1 W resolution and the maximum permissible error of $\pm (1.5\% \text{ of reading} + 3 \times \text{the resolution})$ W; all measuring instruments have systematic errors within the maximum permissible error; the training data obtained by measurements are presented in Table 2; the trained ANN has the same configuration as in the previous example.

It can be observed that simple multiplication of the related voltage and current in Table 2 does not result in the respective power. However, the power indications are correct considering the wattmeter specifications. This is due to the fact that the voltmeter, the ammeter and the wattmeter have systematic errors of $-0.04$ V, $-0.06$ A and $+3$ W, respectively, which are in the range of MPE defined for each instrument. Therefore, when the voltmeter indicates 7.00 V and the ammeter indicates 7.00 A, the real value for the quantities are 7.04 V and 7.06 A, which results in the real value of power of 49.7024 W. However, as the wattmeter has the systematic error of $+3$ W, it will indicate 52 W and not 49 W, as it would be expected. The neural network was trained with data presented in Table 2.

A new test dataset with 20 pairs of measurement results – within the training data range – obtained from the voltmeter and the ammeter was applied to the ANN considering 10,000 MCM trials for a 95% coverage probability.

Figure 5 presents the ANN output for different levels of current. Accordingly, it would be expected that at least 95% of the true power values (dashed lines) were within the limits defined by the uncertainty $U$ (dotted lines). However, one can observe that most of the true values are out of the uncertainty limits. This demonstrates that propagation of pdf inputs is not enough to establish reliable limits for the ANN output.

| Voltage (V) | 5.00 | 6.00 | 7.00 | 8.00 | 9.00 | 5.00 | 6.00 | 7.00 | 8.00 | 9.00 | 5.00 | 6.00 | 7.00 |
| Current (A) | 5.00 | 5.00 | 5.00 | 5.00 | 5.00 | 6.00 | 6.00 | 6.00 | 6.00 | 6.00 | 7.00 | 7.00 | 7.00 |
| Power (W) | 28.00 | 33.00 | 38.00 | 43.00 | 48.00 | 33.00 | 39.00 | 45.00 | 51.00 | 57.00 | 38.00 | 45.00 | 52.00 |

| Voltage (V) | 8.00 | 9.00 | 5.00 | 6.00 | 7.00 | 8.00 | 9.00 | 5.00 | 6.00 | 7.00 | 8.00 | 9.00 |
| Current (A) | 7.00 | 7.00 | 8.00 | 8.00 | 8.00 | 8.00 | 9.00 | 9.00 | 9.00 | 9.00 | 9.00 |
| Power (W) | 59.00 | 66.00 | 43.00 | 51.00 | 59.00 | 67.00 | 75.00 | 48.00 | 57.00 | 66.00 | 75.00 | 84.00 |

Table 2. The training data with the systematic error in the measurement.
5. Evaluation of the measurement uncertainty in the training of an ANN

As demonstrated in Section 4, the measurement errors in the training data directly affect the learning of an ANN and its final performance. In the light of metrology, the measurement errors that are not corrected must be considered in evaluation of the uncertainty. This article proposes assessing the measurement uncertainty – related to the training data set – using a Monte Carlo-based method during the learning phase of a neural model.

As in the bootstrap method described in Section 2, the proposal starts from creating an ANN committee. Each one of $k$ ANNs is trained with a set of $n$ examples, which are randomly chosen from a set of $N$ examples. As the data were randomly selected with replacement there will be some repeated data and some other will not appear in any of the $k$ different training sets. Then, it is expected that the ANN committee has included the data variability contained in the data set of $N$ examples. It is possible to notice that the bootstrap method is not appropriate for determination of a confidence interval in the previous example, given the fact that it would not include the information related to the measurement uncertainty in the committee. The doubt about each data point used in the training still exists and the systematic errors are in it.

Defining each example for the training as $g_x(\xi)$ or $g_y(\xi)$, $\xi \in [-\infty, +\infty]$ (where $g_x$ and $g_y$ are the pdfs related to the measurement uncertainty of input and output data, respectively, and $\xi$ is the variable that describes all the possible values), one could use this fact to create different training sets from the same knowledge basis, without random selection with replacement.

In this proposal, in each new learning process, the data are randomly modified using the MCM respecting the measurement uncertainty pdfs, as illustrated in Fig. 6. In the same way as in the propagation method of the distributions, presented in Subsection 3.2, each value generated by simulation is as legitimate as the data originally obtained for the training set. It is expected that when an input is applied to the neural committee, each ANN presents a distinct answer and when combined they present a pdf. This pdf will be a combination of all pdfs related
to the training data set (Fig. 7). In this proposal all the data are used in the learning process; such a situation does not occur in the bootstrap method. However, for every value obtained in the measurement process, it is necessary to know the measurement uncertainties and their respective pdfs. An additional advantage of the proposal focused on the use of a committee is the fact that different networks trained with consistent training sets can present different results, so that a simple average process is favourable for the final result [22–25]. Accordingly, the individual network errors partially compensate themselves when the outputs are combined, reaching better performance when compared with a single ANN [26, 27].

Fig. 6. The training process with data selected from the MCM.

It is now possible to apply the MCM for propagation of the uncertainties of the input quantities when using the neural model. Thus, it is expected an influence of all the measurement errors on the final result: those related to the input quantities during the use and those related to the training set.

Returning to the example of power measurement. Like in Section 4, the same considerations were made for this example, including the training set with the same measurement errors. However, 1,000 ANNs were trained considering MCM randomly generated values based on the uncertainty pdfs of each input-output example of the training data. Using a new committee for the inputs 7.00 V and 7.00 A, the answer is (52.00 ± 3.44) W, with a coverage probability of 95%, as presented in Fig. 8. The average value of 52 W perfectly represents the training data obtained with measurement errors, as can be observed in Table 2. However, there is now an interval around this value, as represented by a histogram of the ANN outputs shown in Fig. 8.
Now, suppose a situation where one wants to use an ANN committee with data generated by the measurement instruments – voltmeter and ammeter – that are different from those used to generate the training data. In such a situation the measurement uncertainties would be different from those considered in training the ANNs. The MCM can be used for propagation of the uncertainty distributions propagation through the ANN committee.

So, for the indications of 7.00 V and 7.00 A there are the following measurement results: (7.00 ± 0.08) V and (7.00 ± 0.20) A, with a uniform pdf for both cases. Thus, when these results are presented to the ANN committee using the MCM, the obtained power measurement result is (51.99 ± 4.00) W, with a coverage probability of 95% and a normal pdf, as shown in Fig. 9. For evaluation of this uncertainty 1,000 values of voltage and current were generated, which when combined and propagated by the ANN committee – generated 1,000,000 different power values.

In the same way as in Section 4, a dataset with 20 pairs of measurement results was presented to the neural committee. The 20 power results were obtained using the MCM and are presented in Fig. 10. The solid lines represent the committee output and are located between the dotted lines that represent the 95% limit comprising the committee output values. However, in this example the dashed lines – which represent the real value of power – are within the 95% limit. Accordingly, this indicates that the measurement results consider all the measurement errors, those present in the training and those present in the use of the neural committee.
6. Conclusions

The article presents methods of creating an artificial neural model composed by ANNs trained from the same training set. The proposed method makes use of the MCM that enables obtaining different ANNs, which can be combined and express a proper value of the uncertainty. From the obtained measurement uncertainty, the neural model can be a part of measuring systems. The presented method enables using different instruments to obtain the training data and to use the model. So, it is possible to dispose of more advanced instruments, consequently more expensive and more sensitive, for obtaining the training data, with the purpose of minimizing the measurement uncertainty of the neural model, as well as instruments with a greater measurement uncertainty, consequently cheaper or more robust, during the use of the ANNs. This is the situation that can be really desirable in numberless cases of industrial measurements.
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