MEASUREMENT OF INSTANTANEOUS SHAFT SPEED BY ADVANCED VIBRATION SIGNAL PROCESSING - APPLICATION TO WIND TURBINE GEARBOX
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Abstract
Condition monitoring of machines working under non-stationary operations is one of the most challenging problems in maintenance. A wind turbine is an example of such class of machines. One of effective approaches may be to identify operating conditions and investigate their influence on used diagnostic features. Commonly used methods based on measurement of electric current, rotational speed, power and other process variables require additional equipment (sensors, acquisition cards) and software. It is proposed to use advanced signal processing techniques for instantaneous shaft speed recovery from a vibration signal. It may be used instead of extra channels or in parallel as signal verification.
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1. Introduction
Condition monitoring of rotating machines (gearboxes, rolling element bearings) via vibration analysis is a well-recognized and effective approach. However, in some cases (wind turbines, mining machines, ships, helicopters etc.), the machines work under non-stationary operating conditions (load and speed variation), that often require specific signal processing and pattern recognition suitable for time varying systems [1-9]. The wind turbine is a great example of such class of machines [10-14]. As it was suggested by [3, 13, 15], one of the effective approaches may be to identify the operating conditions and investigate their influence on diagnostic features used. In such a case, identification of the operating condition variations (i.e. external load or rotational speed of the input shaft in the gearbox) becomes one of the key problems.

Commonly used methods for operating conditions description are based on the measurement of electric current, rotational speed, power and other process variables and require additional equipment (sensors, acquisition cards) and software [16]. As it will be shown later, speed measurement by tachometer signal processing is sensitive to some disturbances (in case of lost samples, or if some artefacts appear in the measurement).

In this paper, the authors propose to use advanced signal processing techniques for instantaneous shaft speed recovery from the vibration signal. They may be used instead of an extra speed measurement channel or in parallel as signal verification.
One of the most natural approaches is to identify the shaft rotational speed by estimation of the instantaneous frequency of the signal component that depends on the input speed. Usually Instantaneous Mesh Frequency (IMF) is chosen, due to relatively significant energy of the gear mesh characteristic component. Therefore, by IMF estimation it is possible to recalculate the input shaft speed. Problems of the Instantaneous Frequency (IF) [17, 18] estimation and instantaneous phase [19, 20] estimation are fundamental in signal processing. There are a few interesting approaches successfully applied in condition monitoring as the Hilbert transform [10, 21-23], time-scale techniques [24, 25], time-frequency techniques [26-28], Teager-Kaiser [29], Harmonic Decomposition [30], techniques based on polynomial modeling [31] etc.

The proposed method of speed estimation is based on vibration signal processing in the time-frequency domain. The basic idea is to detect a component in the time-frequency space and re-calculate frequency to speed. In order to make the procedure robust one should identify several mesh frequencies, normalize and average the results.

The paper is organized as follows. Chapter 2 contains a description of the wind turbine selected for the experiment including basic operational parameters, the kinematics chain and characteristic frequencies. Chapter 3 introduces the non-stationary operating conditions of the wind turbines. In the 4th chapter the vibration signal generated by the wind turbine is described together with its susceptibility to the variable operating conditions. The 5th chapter introduces the speed estimation method used in the experiment. The results obtained with the described method are presented in chapter 6.

2. Wind turbine gearbox – object description

The wind turbine selected for the experiment is the one of the most commonly used turbines for a nominal electric power around 1000 kW. The basic operating data are presented in Table 1.

Table 1. Basic operating parameters of the wind turbine under consideration.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
<th>UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tower height</td>
<td>70</td>
<td>m</td>
</tr>
<tr>
<td>Nominal power</td>
<td>1070</td>
<td>kW</td>
</tr>
<tr>
<td>Maximum rotational speed</td>
<td>1500</td>
<td>rpm</td>
</tr>
<tr>
<td>Typical rotational speeds</td>
<td>1000, 1500</td>
<td>rpm</td>
</tr>
</tbody>
</table>

The mechanical structure of the wind turbine is presented in Fig. 1. The main rotor with three blades is supported by the main bearing and transmits the torque to the planetary gear. The planetary gear input is connected through an adapter plate to the main rotor. The planetary gear has three planets, with their axes attached to the carrier. The planets roll over the stationary ring and transmit the torque to the sun shaft. The sun shaft is the output of the planetary gear. Further, the sun shaft drives the two-stage parallel gear. The parallel gear has three shafts: the slow shaft connected to the sun shaft, the intermediate shaft and the fast shaft, which drives the generator. The generator produces an AC current of slightly varying frequency. Table 2 presents the basic characteristic frequencies of the wind turbine. The intermediate shaft is mounted inside the parallel gear.
Fig. 1. The mechanical structure of the wind turbine. Location of vibration measurement sensors is shown by „An” symbols.

Table 2. Basic kinematic data of the wind turbine under consideration. All values are related to the generator shaft frequency.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>RELATIVE FREQUENCY</th>
<th>FREQUENCY at 1500 RPM [Hz]</th>
<th>PERIOD at 1500 RPM [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generator shaft</td>
<td>1.0000</td>
<td>25.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Intermediate shaft</td>
<td>0.3256</td>
<td>8.14</td>
<td>122.8</td>
</tr>
<tr>
<td>Sun shaft</td>
<td>0.0754</td>
<td>1.885</td>
<td>530.5</td>
</tr>
<tr>
<td>Planets</td>
<td>0.0294</td>
<td>0.735</td>
<td>1360</td>
</tr>
<tr>
<td>Carrier (main rotor)</td>
<td>0.0119</td>
<td>0.2975</td>
<td>3361</td>
</tr>
<tr>
<td>Meshing parallel gear I</td>
<td>28.000</td>
<td>700</td>
<td>1.429</td>
</tr>
<tr>
<td>Meshing parallel gear II</td>
<td>7.1628</td>
<td>179.07</td>
<td>5.584</td>
</tr>
<tr>
<td>Meshing planetary gear</td>
<td>1.206</td>
<td>30.15</td>
<td>33.17</td>
</tr>
<tr>
<td>Overroll ring</td>
<td>0.0358</td>
<td>0.895</td>
<td>1117</td>
</tr>
<tr>
<td>Overroll planets</td>
<td>0.0294</td>
<td>0.735</td>
<td>1360</td>
</tr>
<tr>
<td>Over roll sun</td>
<td>0.1904</td>
<td>4.760</td>
<td>2100</td>
</tr>
</tbody>
</table>

3. Description of nonstationary operating conditions of wind turbines

Fig. 2 presents typical operating conditions of the considered wind turbine recorded for approx. 72 h. Note that the vertical scale (described as 0–100%) does not equal the measurement ranges for clarity of the figure. Values of 0 and 100% on this scale reflect ranges presented in the “Visible Range” column, shown at the top of the figure. In effect, plots were moved vertically (Fig. 2). The input variable is the wind speed (solid line at the bottom of the picture). In response to the wind speed, the controller sets the rotational speed to 1000 or 1500 rpm (solid line at the top of the picture). The deepest negative peaks indicate stopping of the turbine. At a given rotational speed, the controller controls the load of the turbine by changing the pitch of the blades. Therefore, the generated power (dotted line in the middle) reflects the wind speed.

Fig. 2. Typical operating conditions of the wind turbine. The controller sets rotational speed to 1000 or 1500 rpm. Note, that the speed plot is shifted up for clarity.
4. Experiment Description. Preliminary signal investigations

The data acquisition system had the following features:
- 6 vibration channels (accelerometers)
- 25 kHz sampling frequency in each channel
- 2 process channels: wind speed and generator power

The important factor for analysis of the turbine is that the power is changing very quickly. There were records, where during one 40s sampling session the power changed more than 50% of the range. This certainly had an impact on the dynamic state, making the use of standard vibration analysis techniques harder to apply.

Before starting the description of the proposed method and its application to wind turbine gearbox vibration, it will be shown by simple techniques that the vibration signal from the wind turbine gearbox is non-stationary in the sense of amplitude and frequency content. Fig. 3a shows the vibration signal from the wind turbine and Fig. 3b the generator shaft speed profile (please note that the gearbox here is a multiplier not reducer). In both cases, one may notice an impulsive disturbance that causes both vibration and speed profile to be very suspicious (30-35 s). Fig. 3c shows frequency contents of the vibration signal (limited frequency range that covers 3 harmonics of the last stage in the geared system). Detailed information about frequency variation for each of 3 harmonics is shown in Fig. 4abc. There is no doubt that time-varying operating conditions influence both the frequency content and amplitudes of harmonics. If one compares the band-pass filtered signal (filtered around the first harmonic of the mesh frequency, Fig. 5a) there is a clear relationship visible between the instantaneous speed and the amplitude of the filtered signal. If speed is increasing then the amplitude of the signal is decreasing. One may notice that the filtered signal is amplitude-modulated. Fig. 5b shows the result of envelope analysis (envelope and envelope spectra). Obviously, the input shaft is rotating with a time-varying instantaneous speed depending on operating conditions and it causes smearing in the envelope spectra. It may be interesting to analyze the envelope frequency content by time-frequency representation, for example a spectrogram, see Fig. 5c.
5. Instantaneous frequency estimation in the time-frequency domain

Let us consider any kind of unknown signal $s[m]$ embedded in a centered white Gaussian noise $n[m]$ of unknown variance $\sigma_n^2$ i.e. $x[m] = s[m] + n[m]$. Our goal is to identify the time-frequency points that contain a part of the $s[m]$ energy. In order to do this, we use the Short Time Fourier Transform (STFT) that is linear so all coefficients of the STFT of white Gaussian noise $n[m]$ have a complex Gaussian distribution. Consequently, the spectrogram coefficients, as defined by:

$$S_{X,\phi}[n, k] = \left| X_{\phi}^r[n, k] \right|^2 = \left( X_{\phi}^r[n, k] \right)^2 + \left( X_{\phi}^i[n, k] \right)^2,$$

where: $n$ and $k$ are the time and frequency indexes respectively, $X_{\phi}^r[n, k]$ and $X_{\phi}^i[n, k]$ are the real and imaginary parts of two dimensional STFT representation $X_{\phi}[n, k]$ respectively, and they have a $\chi^2$ distribution with two degrees of freedom. In the presence of signal $s[m]$, due to the linearity of the STFT, the time-frequency coefficients become $X_{\phi}[n, k] = S_{\phi}[n, k] + N_{\phi}[n, k]$; where $S_{\phi}[n, k]$ and $N_{\phi}[n, k]$ are the time-frequency representation of $s[m]$ and $n[m]$ respectively. We have to discriminate the points where $S_{\phi}[n, k]$ is non-zero. Given that $s[m]$ is unknown, $S_{\phi}[n, k]$ is also unknown and may have a zero-mean. Consequently, we consider the second-order moment of $E\left( X_{\phi}[n, k]^2 \right) = \gamma_s[n, k] + \sigma_n^2$, where $\gamma_s[n, k]$ is the second order moment of $S_{\phi}[n, k]$ only (a time-frequency coefficient containing signal has a higher second-order moment than
coefficients containing noise only). The distribution of the second-order moment of a time-frequency coefficients containing signal is unknown. However, the distribution of the second-order moment of points containing noise only is known and is a \( \chi^2 \) with two degrees of freedom. Consequently, we can apply a 2-hypothesis test, namely a Neyman-Pearson test, which allows us to get a threshold \( t_{\sigma_v^2} \) given a chosen false alarm probability \( p_{fa} \)

\[
\frac{t_{\sigma_v^2}}{\sigma_v^2} / \Pr \{ N_n(n,k)^2 > t_{\sigma_v^2} \} = p_{fa}, \tag{2}
\]

\[
t_{\sigma_v^2} = \sigma_n^2 \ln(p_{fa}^{-1}), \tag{3}
\]

where \( \ln(x) \) is the natural logarithm. All time-frequency coefficients whose second-order moment is higher than this threshold will be detected as a signal. The threshold \( t_{\sigma_v^2} \) depends on the chosen false alarm probability, and the noise level \( \sigma_n^2 \), which has to be estimated.

To estimate the noise level, a Maximum Likelihood (ML) estimator is unbiased and optimal in case of noise only. When a signal \( s(m) \) is present, the estimator becomes biased. The signal to segment results in an overestimation of the noise level. Unfortunately, given that this signal is unknown, its time-frequency location is also unknown. The idea is consequently to use an iterative algorithm: the noise level, at first overestimated, permits the determination of a first threshold. Some points containing the signal are therefore detected. The next iterations re-estimate the noise level only in points that are not detected as containing a signal. The noise level is less overestimated, leading to a lower detection threshold, and thus new points containing the signal are detected.

A stop criterion is required to determine if all non-detected points are noise only, in other words if all non-detected points have a complex Gaussian distribution. To that end, we use the spectral kurtosis \([26, 27]\) \( SK(z) \) which is the kurtosis definition for a complex random variable \( z \):

\[
SK(z) = \frac{E \left( z^2 z^* \right)^2}{E \left( z z^* \right)^2} - 2. \tag{4}
\]

As a real Gaussian random variable has the particularity to have a kurtosis equal to zero, complex Gaussian variables have a spectral kurtosis equal to zero. Consequently the algorithm stops when the spectral kurtosis of the non-detected points becomes smaller than a threshold \( t_{SK} \), considering than the remaining points have a complex Gaussian distribution.

In summary, the time-frequency segmentation used in the paper is an iterative process: at each iteration, the noise level is overestimated due to the presence of signal; then this noise level permits the detection of some signal points. A region growing algorithm is applied to extract a pattern from these detected points. The iterations are stopped when the remaining points have a Gaussian complex distribution, in other words when the spectral kurtosis of these points becomes smaller than the threshold \( t_{SK} \).

We now apply this general segmentation algorithm to the particular case of wind turbine gearbox signals. First, we have to choose the STFT parameters. A Hann window of 1023 points, an overlap of 511 points and 8192 frequencies is chosen, giving acceptable time-frequency resolution of the modulated frequencies. Then, the STFT is divided into several frequency bands, each one including only one frequency modulation. Finally, we have to define segmentation parameters \( p_{fa}, p_{cand} \) and \( t_{SK} \). The goal is to detect the frequency modulation, which is embedded in quite low noise level, in a single continuous pattern.
Consequently, a high probability of false alarm is sufficient to detect the signal. We set $p_{fa} = 0.1$. To get only one pattern, the proportion of candidates should be low to avoid creating useless new patterns. Finally, we wish to stop the algorithm as soon as the signal is detected: a high spectral kurtosis threshold is chosen, $I_{sk} = 2$.

6. Results of instantaneous shaft speed (ISS) estimation

The proposed method was able to extract speed fluctuations of a wind turbine using vibration signals. It could overcome significant amplitude modulation and relatively low SNR. Because all procedures are being calculated in the time-frequency domain, it is possible to estimate the speed with much greater volatility than with other methods.

The procedure for ISS estimation is as follows:
- for the given harmonic order ($i=1:N$, $N=4$ or $5$ here) detect IMF (Fig. 6a, 7a),
- normalize it according to the harmonic order (Fig. 6b, 7b)
- average the results for all harmonics (Fig. 6c, 7c). Figs. 6 and 7 show results when $N=4$ and $N=5$ respectively.

Fig. 6, 7 d-f show the comparison of ISS estimation and the tacho-signal-based speed profile and estimation error (calculated as the difference between the estimated ISS and speed measured by a tachometer, both in “Hz” and “%”).

It is interesting to notice that a detected IMF at a given harmonic is not continuous. In theory, use of a high number of harmonics should minimize the probability that all harmonics are not detected at a given instant. However, Fig. 7 shows that the problem is more complicated; for high order harmonics the energy decreases (so the SNR is smaller, too) and they are not detected properly (Fig. 7, 5th harmonic around $t=25$ s).

Fig. 6e, f, 7e, f show that the estimation error is small (in fact it is less than 10 Hz). It gives (10/750 Hz) a very small relative error, i.e. 0.1%.

The mentioned part of estimation results around $t=25$, obviously is much higher (nearly 20Hz, it gives 2% in relative error), but not critical. In fact, it is easy to detect them as an artefact. Selection of the number of harmonic for detection and averaging should be a compromise: increasing as much as possible the number of harmonics should improve the reliability of estimation because of data averaging; on the other hand, due to decreasing amplitudes of higher harmonics, it may be a source of significant errors.

It can be summarized that this method provides very good results with a small estimation error. Other techniques proposed by other authors are also good, however they have some disadvantages: a limited range of fluctuation or they provide relative fluctuation (in “%”) instead of actual speed expressed in “rpm” or “Hz” units. The most popular approach exploits the Hilbert transform (for example [21]) that may fail if extraction of the carrier frequency is difficult. In [24] a time-scale transform is used but it provides relative variation of speed and requires high complexity of computation.
Fig. 6. Results of speed estimation from wind turbine gearbox vibration: a) estimated mesh frequencies (4 harmonics), b) normalized mesh frequencies, c) averaged mesh frequencies, d) comparison of estimation results with tacho based speed profile, e, f) estimation errors (in Hz and %).
Fig. 7. Results of speed estimation from wind turbine gearbox vibration: a) estimated mesh frequencies (5 harmonics), b) normalized mesh frequencies, c) averaged mesh frequencies, d) comparison of estimation results with tacho based speed profile, e, f) estimation errors (in Hz and %).

7. Conclusion

In the paper, the application of instantaneous shaft speed measurement by instantaneous frequency estimation of the vibration signal is considered. The methodology developed
initially for mining machines has been successfully tested here for the wind turbine. It has been shown that the variability of operating conditions is large and thus in the vibration signal, its frequency contents and amplitudes of characteristic components are time varying too. The influence of operating conditions and their impact on the vibration signal and further feature extraction procedures and amplitudes of these features are crucial for this kind of machines and it is formulated for the first time in the literature. The estimated instantaneous speed may be used instead of additional channels commonly used for process (speed, current, etc.) variable acquisitions or it may be treated as a verification of measurements that may be corrupted by impulsive, unexpected disturbances. It is worth to mention that estimation accuracy is very good and the averaged estimation error is small.
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