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Abstract

The sensor-shifted stereo camera provides the mechanism for obtaining 3D information in a wide field of view. This novel kind of stereo requires a simpler matching process in comparison to convergence stereo. In addition to this, the uncertainty of depth estimation of a target point in 3D space is defined by the spatial quantization caused by the digital images. The dithering approach is a way to reduce the depth reconstruction uncertainty through a controlled adjustment of the stereo parameters that shift the spatial quantization levels. In this paper, a mathematical model that relates the stereo setup parameters to the iso-disparities is developed and used for depth estimation. The enhancement of the depth measurement accuracy for this kind of stereo through applying the dithering method is verified by simulation and physical experiment. For the verification, the uncertainty of the depth measurement using dithering is compared with the uncertainty produced by the direct triangulation method. A 49% improvement of the uncertainty in the depth reconstruction is proved.
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1. Introduction

Advanced technologies may help people to extend their ability to process visual information. This raises the demand for autonomous systems with high performance sensors. This paper is concerned with a stereo camera and its applications in human activity monitoring. The Intelligent Vision Agent System, IVAS, is a vision and information processing system used in these kinds of applications [1, 2] and [3]. The IVAS gathers data in order to reconstruct 3D information that can be used in health care, security and surveillance applications. The system focuses on an interesting part of the scene by dynamic control of the stereo image. Such a system requires high accuracy in the reconstruction of the 3D information in order to guarantee high performance.

The human activity field is a 3D world, where the location of each point is represented by \( x \), \( y \) and \( z \) coordinates. However, a camera can only capture a two-dimensional image where each point is represented by \( x \) and \( y \) coordinates. The stereo system provides the mechanism for acquiring the vital \( z \) coordinate [4]. In this case, the \( z \) coordinate is referred to as the depth, and the process of acquiring the depth from the stereo system is called depth reconstruction.

The stereo system captures two images in the 3D world. The reconstructed point needs to have a projection in each image, and this can only happen when the point is located in the common field of view (FoV) of the camera pair. To be able to reconstruct 3D information, the system needs to first implement a matching process to find the corresponding points in the two images of the same view.

However, a digital camera quantizes the image plane into an array of pixels that forms the digital image. Because of this, the projection points are approximated and assumed to be located in the centers of the pixels. The difference between the reconstructed depth estimated
from the exact and the discretised projections is referred to as the depth reconstruction uncertainty. The depth reconstruction uncertainty is related to the pixel size of the camera sensor. The selection of an optimal sensor pixel size is discussed in [5].

Regarding the image resolution, the limitation of the pixel size is overcome by combining the information from slightly different low-resolution images of the same scene into a higher-resolution image. This way of enhancing the image resolution is called super-resolution reconstruction [6]. In a similar way, two pairs of images taken by a stereo system with two slightly different setups can be used in combination to reconstruct the depth with enhanced uncertainty. The two different setups can result from a readjustment of one of the stereo parameters. This method is referred to as the dithering approach [7]. The dithering technique is commonly used to overcome the true color issue that exists in colored image printing [8]. The effect of the dithering on the estimation of the sine wave amplitude is studied in [9].

In many cases, the camera has to be rotated to capture a certain view that is initially outside the camera FoV. This rotation causes distortion of the shapes in the captured images. Hence, further processing is required to overcome this distortion. Instead of rotating the whole camera, professional photographers use a technique called a sensor-shifted camera that applies a millimeter shift between the camera lens and the sensor [10]. This shift provides an effect similar to the rotation, so that it captures the wanted view while avoiding the distortion.

Francisco and Bergholm have proposed the use of a sensor-shifted camera in the stereo setup where the sensor has a controlled micro-movement [11]. This kind of stereo system is referred to as the skewed-parallel stereo camera. In that paper, the authors discuss the benefits of using this kind of camera in a stereo system instead of the vergence movement used in the general stereo setup. When compared to the convergence camera stereo setup, the skewed-parallel camera setup requires simpler reconstruction processing. In addition to this, the skewed-parallel camera setup offers a wider common field of view than the parallel camera stereo setup. A similar camera was used by Ben-Ezra et al. to minimize the motion blur in the reconstruction of super-resolution images of a video signal [12].

After an introduction and a summary of the related works, the problem statement and the main contributions are provided in Section 2. In Section 3, the geometric model of the skewed-parallel stereo camera is described followed by the derivation of the dither signal for this stereo system. Section 4 discusses the implementation of the dithering algorithm along with the conducted synthetic and physical validation experiments, and their results. The prototype of the skewed-parallel camera used in the physical experiment is also described in this section. Finally, a conclusion and a recommendation for future work are provided in Section 5.

2. Problem statement and main contributions

The concern of this paper is to improve the depth measurement uncertainty through the use of the dithering algorithm for a specific setup of the skewed-parallel stereo camera. The uncertainty of the depth measurement can also be reduced by decreasing the pixel size but the drawback of this method is that this will also reduce the signal-to-noise ratio. Therefore, we propose the application of the dithering method as a simple and robust way to improve the reconstruction uncertainty. The modeling of the depth reconstruction using the dithering algorithm for this kind of stereo system, and its validation through simulation and physical experiment, are the main problems that need to be resolved before applying the method to real measurement.

This paper contributes to current research by:
- Developing a mathematical model of the depth measurement using the skewed parallel stereo system.
Developing and implementing the dithering algorithm based on the depth measurement
model.
- Configuring a prototype for the skewed-parallel camera setup.
- Validating the depth reconstruction enhancement of the dithering algorithm for the
  skewed-parallel camera stereo setup through simulation and physical experiment.

3. Problem analysis and modelling

3.1. The skewed-parallel stereo geometric model

In our approach, we use the pinhole camera model. The setup of the skewed-parallel stereo
camera in the \(x-z\) plane is shown in Fig. 1 [13]. The center of the coordinates is in the middle
of the baseline, \(B\). The baseline is the distance between the optical lenses’ centers, \(o_l\) and \(o_r\),
of the left and the right cameras respectively. The sensors lie on the same horizontal line, and
the sensor centers are denoted as \(c_l\) and \(c_r\) for the left and the right cameras respectively. The
shift of the sensor is defined as the horizontal distance between the optical center and the
sensor center and it can be different for each camera. The shifts of the sensors of the left and
the right cameras are denoted as \(S_l\) and \(S_r\) respectively. In our notation, the shifts are positive
for a movement of the sensors to the right, and negative for an opposite direction. The focal
lengths of the two cameras are assumed to be the same and are denoted as \(f\).

The angle between the optical axis and the primary axis, which is defined as the line
passing through the sensor center and the center of the lens, is called the convergence angle
and it is denoted as \(\alpha_l\) and \(\alpha_r\) for the left and right cameras respectively. The convergence
angle exists as a result of shifting the sensors of the skewed-parallel stereo cameras. This shift
has the same effect as rotating the stereo pair since it introduces a fixation point, \(P_0\), and
widens the common FoV. Using trigonometry, the convergence angle of the left camera can
be derived as:

\[
\alpha_l = \tan^{-1}\frac{S_l}{f} \quad \text{for} \quad -\frac{m}{2} \leq S_l \leq \frac{m}{2},
\]

where \(m\) is the length of the sensor plane.

For any point in the space, \(P\), with the depth \(Z\), the projections of the point on the left and
right sensors along the \(x\)-axis are \(x_l\) and \(x_r\), respectively (the \(x\) coordinates of each sensor cross
the sensor middle). Considering the quantization effect, these projections are approximated by
the pixel centers, and denoted as \(x_{Q_l}\) and \(x_{Q_r}\) for the left and right cameras respectively. In this
case, the quantized depth \(Z_q\) of the point can be found through:

\[
Z_q(n) = \frac{fB}{(n\Delta D + (S_r - S_l))} \quad \text{for} \quad n\Delta D + (S_r - S_l) > 0
\]

with

\[
n = \lfloor x_{Q_r} - x_{Q_l} \rfloor = \left\lfloor \frac{x_r}{\Delta D} \right\rfloor - \left\lfloor \frac{x_l}{\Delta D} \right\rfloor.
\]

where \(\Delta D\) is the length of pixel, \(n\) is an integer number representing the target disparity, and
the symbol \(\lfloor \cdot \rfloor\) denotes rounding to the nearest integer.

The depth \(Z_0\) of the fixation point, \(P_0\), being a cross section of the primary axes, can be
found by setting \(n\) to zero in Eq. (2). The \(x\) and \(z\) coordinates of the fixation point are:
The disparity is the displacement of the corresponding \( x \)-axis projections of a certain point in space on the left and the right images. From Eq. (2), it can be seen that the depth reconstruction is inversely proportional to the disparity. For each disparity \( n \), there exists a corresponding iso-disparity surface that represents the depth of all the points that have the same disparity [7]. The iso-disparity surfaces appear as lines in the \( x-z \) plane as seen in Fig. 2 for the red lines. The interval between the iso-disparity surfaces represents the depth reconstruction quantization uncertainty, which is a nonlinear function of \( n \).

### 3.2. Application of the dither signal

The idea behind the dithering technique is to add noise to the signal prior to the quantization process in order to slightly change the statistical properties of the quantization [2]. The quantizers in this model are the cameras and the quantized signals are the target point projections \( x_l \) and \( x_r \) for the left and right cameras respectively. Using the dithering technique to reduce the uncertainty of the depth reconstruction for the parallel stereo setup was proposed in [7]. In that paper, authors proved that the uncertainty is reduced by half by applying the two stage discrete binary dither signal. To accomplish this reduction, a dither signal adjusts the stereo setup for a secondary measurement that follows the initial one, and the depth can then be estimated from all these measurements.

In this paper, we use a two-stage discrete binary dither signal for each camera. This means that we make use of four images to calculate the depth of the target. This allows us to estimate the depth with a reduced quantization uncertainty. In the parallel stereo setup, the depth reconstruction uncertainty is halved when the dithering algorithm is applied. The optimal dither signal makes the target projection move from its original position by a distance that is equal to half a pixel size [7]. This means that the dither signal shifts the iso-disparity line so that it lies...
in the middle of the two consecutive iso-disparity lines \( n_t \) and \( n_t+1 \) between which the target is present. This shift reduces the uncertainty by half.

For the skewed-parallel stereo camera setup, calling (2), the difference between two consecutive iso-disparity lines, \( \Delta Z_n \), which represents the depth reconstruction uncertainty, can be found to be:

\[
\Delta Z_n = \frac{Bf \Delta D}{n_t \Delta D + (S_r - S_l)\left[\left(n_t + 1\right) \Delta D + (S_r - S_l)\right]},
\]

where \( t \) refers to a specific iso-disparity line \( n_t \).

To estimate the dither signal, generated by a shift of one sensor, that affects the iso-disparity line \( n_t \) to move exactly into the middle of \( \Delta Z_n \), we should first determine the depth in the middle by:

\[
Z_t + \frac{\Delta Z_t}{2} = \frac{Bf}{n_t \Delta D + (S_r - S_l) + \Delta S_t},
\]

where \( \Delta S_t \) is the shift introduced to one sensor that moves the iso-disparity surfaces to the middle of the two consecutive iso-disparity lines \( n_t \) and \( n_t+1 \).

Calling (2) and (5), the dither signal, \( \Delta S_t \), can be mathematically proven to be:

\[
\Delta S_t = -\frac{\left(n_t \Delta D + (S_r - S_l)\right) \Delta D}{2\left[\left(n_t + 1\right) \Delta D + (S_r - S_l)\right] + \Delta D}.
\]

To verify the dither signal obtained by (7), Matlab 7 [14] and the Epipolar Geometry Toolbox [15] are used. In the verification scenario, a target in the common FoV that belongs to a specific iso-disparity line \( n_t \) is chosen. Then, the dither signal is applied to check the movement of the iso-disparity lines. For the simulation, the baseline \( B \) is set to 100 mm, the focal lengths \( f \) are 25 mm each, the pixel length \( \Delta D \) is 8.33 \( \mu \)m and the target is assumed to be in the disparity line \( n_t = 178 \).

![Fig. 2](image_url)

Fig. 2a shows the iso-disparity lines in 2D. Red lines denote the iso-disparity lines between 1200 mm and 2000 mm of depth for the original setup, while the green lines denote the iso-disparities after introducing the dither signal, \( \Delta S_t \), to both cameras. In this case, \( \Delta S_t \) is found to be \(-4 \mu \)m approximately, which is equal to 0.5 pixels. This shows that the skewed-parallel
stereo camera has the same property as the parallel stereo camera regarding the dither signal [7]. To place the new iso-disparity surfaces in the middle of the old ones, it is required that the projection of the target feature is shifted half a pixel.

Fig. 2b shows a zoomed area around \( n_t = 178 \). From calculation, before applying the dither signal, the depth for the specified disparity can be determined to 1686 mm and 1696 mm for the next disparity level. After applying the dither signal, the depth for the same disparity \( n_t = 178 \), is found to be 1691 mm, which falls in the middle between the above-mentioned depths.

4. Implementation and validation

4.1. Implementation of the dithering algorithm

From the description of the dithering algorithm in [7], and the description of the estimation of the dither signal for the skewed-parallel stereo camera in Section 3.2, the dithering algorithm can be defined. By applying the dither signal \( \Delta S_t \) which controls the sensor positions of the left and right cameras, four images are obtained; two images before dithering and two images after dithering. For the disparity calculations, we can combine those four images into six pairs of images. In practice, however, since the dither signal moves the camera sensor a very short distance and the disparity of the two pairs of images taken by the same camera is too small to be useful to extract depth information from this pair. Therefore, only four pairs are considered.

The quantized projections of the target point obtained from the right and left images can be used to create the projection matrices \( x_{Qr} \) and \( x_{Ql} \) for the right and left cameras respectively as follows:

\[
x_{Qr} = \begin{bmatrix} x_{Qr1} & x_{Qr2} \\ -1 & -1 \end{bmatrix} \quad \text{and} \quad x_{Ql} = \begin{bmatrix} 1 \\ x_{Ql1} \\ x_{Ql2} \end{bmatrix},
\]

(8)

where \( x_{Qr1} \) and \( x_{Qr2} \) are the quantized projections of the target on the right image before and after applying the dither signal respectively, while \( x_{Ql1} \) and \( x_{Ql2} \) are the respective projections on the left image.

From the projection matrices, the dithering matrix, that contains the disparities of the four considered pairs, can be obtained by:

\[
d = x_{Qr}^T \cdot x_{Ql}.
\]

(9)

The dithering algorithm can be then implemented through the four following steps:

1. Preliminary estimation of the depth from the disparity of the initial pair of images using Eq. (2).
2. Estimation and application of the dither signal, \( \Delta S_t \), (7) to shift the sensors of the two cameras.
3. Secondary estimation of the four depths corresponding to the four disparities in \( d \) (9).
4. Calculation of the depth of the target point by averaging the four depths from step 3.

4.2. Synthetic experiment

The synthetic experiment was performed using Matlab 7 and the Epipolar Geometry Toolbox [15]. The simulation environment is a 3D space, with two pinhole skewed parallel cameras. The target is assumed to be 1500 points randomly distributed in a cubic area with the dimension 300 mm \( \times \) 300 mm \( \times \) 300 mm. The cubic center is set to be (0, 0, 1600) in XYZ.
coordinates. The target points fall in the common FoV of the stereo camera. Fig. 3 shows a perspective view for this setup in 3D space.

Fig. 3. The simulation setup: The points in the cubic area (red dots) are the targets.

The setup of the stereo camera is: the baseline $B$ is 100 mm, the focal length $f$ is 25 mm, and the pixel size $\Delta D$ is 8.33 µm. The simulation scenario is to measure the depth of each point, where the initial shifts of the two cameras are set to zero, using the direct method through Eq. (2), and using the dithering algorithm described in Section 4.1. The results present a comparison between the two methods in order to illustrate how the depth reconstruction uncertainty can be improved by the dithering algorithm for this kind of stereo system.

Fig. 4. Top view of the depth reconstruction of the original target points (in red). The green points represent the reconstructed points by the direct method; b) describes the reconstructed points by the dithering algorithm as black points.

Fig. 4 shows the top view of the target points in their original positions and in their reconstructed positions after the depth measurement for the two methods. The figure shows the points within the zoomed range from $-15$ mm to $15$ mm along the X-axis, and from $1585$ mm to $1615$ mm along the Z-axis. In Fig. 4a, the red dots represent the original
target points while the green dots represent the depth estimations for these points using the direct reconstruction method. The black dots in Fig. 4b represent the depth estimations for the same target points using the dithering algorithm. The black dots form new iso-disparity surfaces with different intervals that correspond to the reconstruction uncertainty of the method when applying the dithering algorithm.

![Graphs showing depth reconstruction error for direct and dithered methods.](image)

Fig. 5. Histograms of the normalized depth reconstruction error a) for the direct triangular method and b) after applying the dithering algorithm.

### 4.3. Skewed-parallel Camera Prototype

To physically implement the dithering algorithm for the skewed-parallel camera, it is necessary to make use of a camera with a sensor that is capable of moving in a controlled horizontal movement in relation to the lens. To satisfy this requirement, a prototype can be built by separating the camera body, which contains the sensor, from the lens that is normally attached to that body. Additionally, to control the movement of the camera sensor, the camera body needs to be attached to a micro-movement mechanical device such as an x-positioner or a DC motor.

Following the above design considerations, a skewed parallel camera prototype was built to be used for the experimental needs [11]. This prototype was reconfigured for the purpose of this project. The camera prototype contains four main components that are: a camera module, a linear stage controlled by a DC motor, a lens and a metal stand that holds all the components. In Fig. 6, the prototype containing these components along with a target grid pattern that is used for the experiment part of the paper are shown.

The camera module is connected through a cable to a frame grabber card that is installed in a computer where the pictures are stored and processed. This module contains a CCD sensor that represents the shifted sensor in the skewed-parallel camera model. The Sony XC-555P camera module is used in this prototype. The camera module is a color video camera with a 1/2 type sensor [16]. The captured image resolution is 768 (H) x 576 (V) pixels.

In order to provide the horizontal shift of the camera module, the prototype uses a linear stage with a DC motor. The linear stage movement distance is up to 25 mm with a resolution of 0.06 µm/count (motor step) [17]. This resolution is sufficient to provide the required micro-movement capability of the sensor.

To configure this camera prototype as a stereo camera, it has to be placed in two different positions where the distance between the two positions represents the baseline $B$ of the stereo camera. The prototype has been attached to a translational stage with an accuracy of 1 mm, allowing an accurate implementation of the position.
The Tamron 23FM25SP lens model is used in this prototype. The lens is a C-mount type with a focal length of 25 mm. The focus of the lens can be adjusted for objects that lie between 0.15 m and $\infty$ from the front of the lens [18].

![Image](image_url)

**Fig. 6.** A side view of the camera prototype showing its components and the experiment setup.

**4.4. Physical experiment**

To validate that the dithering algorithm enhances the depth reconstruction for the skewed-parallel camera, we designed a physical experiment [19]. The setup of the experiment is shown in Fig. 6 whereas the camera prototype is described in Section 4.3. The targets have been represented as points in a pattern consisting of a grid of lines with a distance of 5 mm between the lines. The pattern has been pasted onto a board that can be easily positioned in front of the stereo camera along the optical axis.

In [7], a way to validate the enhancement of the depth reconstruction is proposed. The idea is to measure the differential depth $Z_{AB}$, which is the distance between two targets along the optical axis, instead of the absolute depth. The method provides more accurate validation because it avoids measuring the distance between the test target and the center of the lens, something which is difficult to determine.

The reconstruction uncertainty of the differential depth, $\Delta Z_{AB}$, represents a difference between the reference value of $Z_{AB}$ and the reconstructed value by the stereo vision system. The probability distribution function, PDF, of the differential depth quantization uncertainty is described as the convolution of the depth quantization uncertainties at the two target points:

$$p(\Delta Z_{AB}) = p(\Delta Z_A) \otimes p(\Delta Z_B),$$

where $\Delta Z_A$ and $\Delta Z_B$ are depth reconstruction quantization uncertainties at the target points A and B respectively and $\otimes$ denotes convolution. The PDF of the depth uncertainty $\Delta Z$ is defined as [20]:
\[ p(\Delta Z) = \begin{cases} 
\frac{n^2 \Delta D}{(Bf)^2} (\Delta Z n^2 \Delta D + Bf), & \Delta Z_m \leq \Delta Z < 0 \\
\frac{n^2 \Delta D}{(Bf)^2} (\Delta Z n^2 \Delta D - Bf), & 0 \leq \Delta Z < \Delta Z_m \\
0, & \text{elsewhere} 
\end{cases} \quad (11) \]

where \( \Delta Z_m \) is the maximum depth reconstruction uncertainty corresponding to the interval between iso-disparity surfaces.

According to (10), the range of the differential depth reconstruction quantization uncertainty is the sum of the depth quantization uncertainty ranges of the two corresponding points.

\[ \alpha \]

\[ \text{Reference Line} \]

\[ \text{Target Pattern} \]

\[ Z_{AB} \]

\[ Z_{AB} = L \times \sin(\alpha) \]

Fig. 7. The target grid positioning: a) front view; b) top view.

To implement the validation method, it is required to define a pair of target points, A and B, with a reference differential depth. If the target grid pattern is placed parallel to the baseline, A and B will have a zero differential depth. However, by tilting the pattern with the angle \( \alpha \), as shown in Fig. 7a and 7b, a different reference differential depth is obtained. The tilting angle, \( \alpha \), is adjusted with respect to a reference line that is parallel to the baseline of the stereo system. If the distance between the two points on the grid, \( L \), and the angle \( \alpha \) are known, the reference differential depth \( Z_{AB} \) can be directly obtained by:

\[ Z_{AB} = L \times \sin(\alpha) \]

The experiment was conducted for three different values of the tilting angle \( \alpha \): 0°, 26.6° and 45°. In addition to this, two target pairs were used. The distance between the two target points on the grid \( L \) was set to 100 mm and 150 mm for the first and the second pair, respectively. The two target pairs were in the common field of view of the stereo system.

The baseline B is equal to 100 mm, and the grid of targets is at a distance of approximately 1600 mm from the baseline. For the camera prototype described in 4.3, the length of the pixel size has been calibrated to 8.33 µm, and the number of motor steps required to shift the camera module half a pixel size is found to be 69 motor steps. The focal length is 25 mm.

Table 1 presents the results of the validation experiment for the two pairs of target points with the three different tilting angles. The reference differential depth for each pair at each angle is compared with the reconstructed one by use of both the direct method and the dithering algorithm. The absolute error of the differential depth reconstruction for each method with respect to the reference differential depth is also listed for each case. This error can be estimated as a convolution of quantization errors of the target pair where these errors depend on the distance of each target point from the baseline. The distances cannot be measured exactly but it is possible to determine the minimum distance value to be 1560 mm.
From this measure, it is possible to estimate that the quantization error of the target pairs is at least 4.7 mm which corresponds to \( n = 253 \). Then, the maximum absolute error is at least 9.4 mm for the reconstructed differential depth by the direct method in this setup, and 4.7 mm for the reconstructed differential depth by the dithering method.

From Table 1, it can be noticed that the reconstruction error by the use of the dithering method is about half of that of the direct method. The mean of the absolute reconstruction errors for each method, calculated from the table, is 5.1 mm for the direct method, and 2.6 mm for the dithering algorithm. The improvement in the depth reconstruction accuracy in this experiment is thus 49%.

<table>
<thead>
<tr>
<th>Angle [degree]</th>
<th>Line length [mm]</th>
<th>Reference differential depth distance ( Z ) [mm]</th>
<th>The direct reconstruction method</th>
<th>The dithering method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reconstructed ( Z ) [mm]</td>
<td>Absolute reconstruction error [mm]</td>
</tr>
<tr>
<td>0</td>
<td>100.0</td>
<td>0.0</td>
<td>7.4</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td>150.0</td>
<td>0.0</td>
<td>7.3</td>
<td>7.3</td>
</tr>
<tr>
<td>26.6</td>
<td>100.0</td>
<td>44.7</td>
<td>47.7</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>150.0</td>
<td>67.1</td>
<td>61.0</td>
<td>6.1</td>
</tr>
<tr>
<td>45</td>
<td>100.0</td>
<td>70.7</td>
<td>68.8</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>150.0</td>
<td>106.1</td>
<td>111.2</td>
<td>5.1</td>
</tr>
</tbody>
</table>

5. Conclusion

This paper introduces the use of sensor-shifted cameras in the stereo system instead of the conventional cameras and applies the dithering algorithm to improve depth reconstruction. Both the synthetic and the physical experiments verify that applying dithering reduces the depth reconstruction uncertainty by half when compared with the direct method.

It is verified by simulation that the dither signal causes the iso-disparity surfaces of the skewed-parallel stereo camera to shift with respect to their initial positions. The new position is the middle of the iso-disparity intervals before applying the dither signal. This can be interpreted to mean that dithering can be applied to reduce the depth reconstruction uncertainty by half through a multi-stage measurement, i.e. the dithering algorithm.

It is also found that the dither signal is equal to half the pixel size of the camera sensor regardless of the first estimation of the depth of the target. Thus, it can be concluded that no primary measurement is needed for the dithering algorithm, which in turn means that it significantly simplifies the use of this kind of camera when determining depth.

In the synthetic experiment, the enhancement was verified using computer simulation. The depth reconstruction of the test target points using the dithering algorithm shows improvement of the uncertainty since the reconstruction of the points forms iso-disparity lines with interval widths reduced by half for the dithering algorithm when compared to the direct method. This improvement can be confirmed by comparing the histograms of the reconstruction error produced by both methods. This comparison shows that the dithering algorithm reduces the span of the error distribution to half the range obtained with the direct method. The depth reconstruction improvement can also be observed in the 48.6% reduction in the standard deviation of the reconstruction error for the simulation targets by the dithering algorithm.
The results of the physical experiment also show reconstruction improvement for all the test targets with an average of 49%, which is close to the theoretical value. For higher experimental accuracy, the differential depth of the target pairs was used in the validation experiment instead of the absolute depth of a single target.

The proposed method can be applied to measure a depth of objects with structural surfaces. Furthermore, the dynamics of the measured objects is limited by the speed of the camera movement. However, it can be extended by using a variable opacity optical attenuation mask directly in front of a camera lens [21].

For further research, the dithering approach can be applied with more steps in order to reduce the uncertainty to less than half.
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