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ABSTRACT. The paper review key results [1-14] of the joint researches conducted by IMech and IUSTI. In the First part, we review models and experimental results on the linear and nonlinear instability of a capillary jet including both axisymmetric and nonaxisymmetric disturbances. In the Second part, results on draw resonances, occurring during a glass fibre process are reviewed, as well as the unique optical models and methods developed to perform these studies.
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1. Introduction

The IMech and IUSTI institutes have conducted a long term join research project which deserves to be reviewed herein [1-14]. Three major and
intricate contributions may be identified: capillary jet instabilities, draw resonances occurring in glass fibre processes, and optical methods and models to characterize experimentally these instabilities. To save space and regarding to the scope of the present journal, optical developments will only be briefly reviewed in combination with draw resonances instabilities. So that, from a general point of view, the present paper is organized in two parts. The first part (i.e. section 2) deals with the instability of capillary jets. Indeed, it is known that the flow of a liquid jet injected through a nozzle in another immiscible liquid is known as unstable due to the capillary forces at the interface that tend to minimize the cylindrical jet surface by transforming it into drops. The instability begins by a propagation of small axisymmetric disturbances of the jet radius with growing amplitudes that finally acquire the value of the undisturbed radius provoking the jet break-up. Although, the latter is mainly controlled by the surface tension, some other factors could play an important role, as well. The factors that are of interest for the present paper are the injection velocity (inertial forces) and the surrounding fluid density (aerodynamic forces) acting on the jet surface. In the second part (i.e. section 3) of this paper, we mostly review the work performed on draw resonances. The starting point of these studies, conducted with Saint-Gobain Recherche, was to provide data and models to understand the discrepancy between industrial knowledge’s and the prediction of stability models found in the literature. Indeed, in industry glass drawing processes can be operated with draw ratios up $10^5$, whereas models predict that self sustained oscillations of the tension of the drawn filament may induce fibre breaking when the draw ratio exceeds $10^4$. Section 4 is a brief conclusion pointing out the achievements of this fruitful collaboration as well as on the institutions which have supported this work.

2. Instability of a capillary jets

2.1. Statement of the problem for the flow and instability of a capillary jet-general case

Consider a steady axisymmetric liquid jet of density $\gamma$ and viscosity $\mu$ flowing down into an inviscid immiscible fluid of density $\gamma_1$ [10-12]. The steady jet flow (referred further as undisturbed) is assumed of constant radius $a_0$ and uniform axial velocity $W$ with respect to a cylindrical coordinate system $O\rho\varphi\,z$, whose $Oz$ axis lies on the jet axis, directed downstream (see Fig. 1). The corresponding velocity of the outer fluid is denoted by $W_1$. 
Fig. 1. Undisturbed and disturbed flow condition.

### 2.1.1. Equations of motion

In cylindrical coordinates the equations of motion for a non-axisymmetrical jet could be written in the following form:

\[
\frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} + \vec{X} = -\frac{1}{\gamma} \nabla p + \frac{1}{\gamma} \left( \nabla \Pi + \vec{Y} \right),
\]

where \( t \) denotes the time, \( \vec{v}(v, w, u) \) – the radial, transversal and axial component of the velocity, respectively, \( p \) – the pressure and \( \Pi (\vec{p}_\rho, \vec{p}_\varphi, \vec{p}_z) \) – the well known tensor of the viscous stresses, \( \nabla = \vec{\rho} \frac{\partial}{\partial \rho} + \vec{\varphi} \frac{\partial}{\partial \varphi} + \vec{k} \frac{\partial}{\partial z} \) – the gradient operator with \( \vec{\rho}, \vec{\varphi}, \vec{k} \) as coordinate vectors. The additional symbols \( \vec{X} \) and \( \vec{Y} \) are defined as:

\[
X_\rho \equiv -\rho^{-1} w^2, X_\varphi \equiv -\rho^{-1} uw, X_z \equiv 0,
\]

\[
Y_\rho \equiv \rho^{-1} (\rho_{\rho\rho} - \rho_{\varphi\varphi}), Y_\varphi \equiv 2\rho^{-1} \rho_{\rho\varphi}, Y_z \equiv \rho^{-1} \rho_{\rho z}.
\]

External forces are neglected. The corresponding continuity equation has the form:

\[
\nabla \cdot \vec{v} + \rho^{-1} v = 0.
\]
2.1.2. Interface geometry

The interface (jet surface) equation is written into a form allowing non-axisymmetrical disturbances:

\[ \vec{r} = \vec{R}_s = a(\varphi, z, t) \vec{\rho}^\circ, \]

where \( a \) denotes the cross-section radius. Let \( \vec{t}_\varphi \) and \( \vec{t}_z = \vec{\psi} \) be the tangential vectors to the interface along the corresponding coordinate lines, namely:

\[ \vec{t}_\varphi = \frac{\partial \vec{R}_s}{\partial \varphi} = G^{-1} \left( \frac{\partial a}{\partial \varphi} \rho^\circ + a \varphi^\circ \right), \quad G = \left| \frac{\partial \vec{R}_s}{\partial \varphi} \right|, \]

\[ \vec{\psi} = \frac{\partial \vec{R}_s}{\partial z} = E^{-1} \left[ \frac{\partial a}{\partial z} \rho^\circ + k \right], \quad E = \left| \frac{\partial \vec{R}_s}{\partial z} \right|. \]

Then the outside interface normal vector reads:

\[ \vec{N} = N^{-1} \vec{t}_\varphi \times \vec{\psi} = N^{-1} \left( a \rho^\circ - \frac{\partial a}{\partial \varphi} \varphi^\circ - \frac{\partial a}{\partial s} k \right), \quad N = \left| \vec{t}_\varphi \times \vec{\psi} \right|. \]

Further on for convenience a new tangential vector \( \vec{\phi} \) will be used:

\[ \vec{\phi} = \vec{\psi} \times \vec{N}, \]

assuring that the trihedron \( \left( \vec{\phi}, \vec{\psi}, \vec{N} \right) \) is orthonormal.

2.1.3. Interface boundary conditions

When written in a scalar form the force balance at the interface is reduced to three boundary conditions for the normal and two tangential stresses:

\[ \left[ \left[ -p + \left( \Pi \vec{N} \right) \cdot \vec{N} \right] \right]_N = -\frac{\sigma}{R_m}, \]

\[ \left[ \left[ \left( \Pi \vec{N} \right) \cdot \vec{\phi} \right] \right]_N = 0, \]

\[ \left[ \left[ \left( \Pi \vec{N} \right) \cdot \vec{\psi} \right] \right]_N = 0, \]

where \( \sigma \) denotes the surface tension coefficient, while \( R_m \) – the mean curvature radius of the interface, whose equation is given as follows:

\[ R_m^{-1} = \frac{E^2 L_s - 2F_s M_s + G^2 N_s}{(EG)^2 - F_s^2}, \]
where

\[
F_s = \hat{t}_\varphi \cdot \hat{t}_z = \frac{\partial a}{\partial \varphi} \frac{\partial a}{\partial z}, \quad L_s = N \cdot \frac{\partial^2 R_s}{\partial \varphi^2} = N^{-1} \left[ a \left( \frac{\partial^2 a}{\partial \varphi^2} - a \right) - 2 \left( \frac{\partial a}{\partial \varphi} \right)^2 \right],
\]

\[
M_s = N \cdot \frac{\partial^2 R_s}{\partial \varphi \partial z} = N^{-1} \left( a \frac{\partial^2 a}{\partial \varphi \partial z} - \frac{\partial a}{\partial \varphi} \frac{\partial a}{\partial z} \right), \quad N_s = N \cdot \frac{\partial^2 R_s}{\partial z^2} = N^{-1} a \frac{\partial^2 a}{\partial z^2}.
\]

Note that in the eqs (10) the symbol \([A]_N\) denotes the (potential) discontinuity of an arbitrary parameter \(A\) at the interface in the direction of the outside normal:

\[
[A]_N = A^2_2 - A^1_1, \quad A^* \equiv A (\rho = a).
\]

Due to the immiscibility between the jet and surrounding fluid the zero-mass flux condition should be satisfied at both sides of the interface:

\[
a \frac{\partial a}{\partial t} = a v^* - \frac{\partial a}{\partial \varphi} w^* - a \frac{\partial a}{\partial z} u^*.
\]

### 2.2. Linearized equations of motion and boundary conditions for the disturbances

As mentioned above, our stability analysis [12] concerns a steady jet of a radius \(a_0\) and axial velocity \(W\) independent on both the radial and the axial coordinates. Further on, we will study the evolution of small disturbances (denoted by superscript tilde), imposed on the steady flow:

\[
v = \tilde{v}, \quad w = \tilde{w}, \quad u = W + \tilde{u}, \quad p = P + \tilde{p}, \quad a = a_0 + \tilde{a},
\]

where \(P\) denotes the constant undisturbed pressure. Substituting the above expressions into eqs. (1)-(4) and neglecting the products of the disturbed terms results into linearized equations of motion of the following form:

\[
B (\tilde{v}) = -\frac{1}{\gamma} \frac{\partial \tilde{p}}{\partial \varphi} + \frac{\mu}{\gamma} \left( \Delta \tilde{v} - 2 \rho^{-2} \frac{\partial \tilde{w}}{\partial \varphi} \right)
\]

(16)

\[
B (\tilde{w}) = -\frac{1}{\gamma} \rho^{-1} \frac{\partial \tilde{p}}{\partial \varphi} + \frac{\mu}{\gamma} \left( \Delta \tilde{w} + 2 \rho^{-2} \frac{\partial \tilde{v}}{\partial \varphi} \right),
\]

\[
B (\tilde{u}) = -\frac{1}{\gamma} \frac{\partial \tilde{p}}{\partial z} + \frac{\mu}{\gamma} \Delta \tilde{u}
\]

and

\[
\rho^{-1} \frac{\partial}{\partial \rho} (\rho \tilde{v}) + \rho^{-1} \frac{\partial \tilde{w}}{\partial \varphi} + \frac{\partial \tilde{u}}{\partial z} = 0,
\]

(17)
where \( \mu \) denotes the viscosity, \( \Delta \) is Laplace operator in cylindrical coordinates, \( B \) is newly defined linear operator as:

\[
B \equiv \frac{\partial}{\partial t} + W \frac{\partial}{\partial z}.
\]

Similarly the boundary conditions (10) and (14) appear in the following linearized form:

\[
\begin{align*}
\tilde{p}_i - \tilde{p}_i^1 - 2\mu \left( \frac{\partial \tilde{v}}{\partial \rho} \right)^* &= -\frac{\sigma}{a_0} \left( \frac{\tilde{\alpha}}{a_0} + \frac{1}{a_0} \frac{\partial^2 \tilde{\alpha}}{\partial \varphi^2} + a_0 \frac{\partial^2 \tilde{\alpha}}{\partial z^2} \right), \\
\left( \frac{\partial \tilde{w}}{\partial \rho} \right)^* + \alpha^{-1} \left[ \left( \frac{\partial \tilde{v}}{\partial \varphi} \right)^* - \tilde{w}^* \right] &= 0, \\
\left( \frac{\partial \tilde{u}}{\partial \rho} \right)^* + \left( \frac{\partial \tilde{v}}{\partial z} \right)^* &= 0,
\end{align*}
\]

and

\[
B (\tilde{\alpha}) = \tilde{v}^*.
\]

where \( A^* \) here and below on is used for the value \( A (\rho = a_0) \).

### 2.3. Equations for the amplitudes of the disturbances

In the context of the linear theory of instability [12], we will search a solution of the eqs. (16)–(17) and the corresponding boundary conditions (19)–(21) in the form of separate modes:

\[
\begin{align*}
\tilde{v} &= \tilde{v} e^{i\xi}, \\
\tilde{w} &= \tilde{w} e^{i\xi}, \\
\tilde{u} &= \tilde{u} e^{i\xi}, \\
\tilde{p} &= \tilde{p} e^{i\xi}, \\
\tilde{\alpha} &= \tilde{\alpha} e^{i\xi},
\end{align*}
\]

where the corresponding amplitudes (except \( \tilde{\alpha} = \text{const} \)) are assumed unknown functions of the radial coordinate \( \rho \). The new independent variable \( \xi \) is defined as:

\[
\xi = \omega t - k z + n \varphi,
\]

where \( k \) is a given wave number, \( n \) – a number of the asymmetric mode, when \( n > 0 \), while \( \omega = \omega_r + i \omega_i \) denotes the unknown complex angular frequency of the disturbances. Substituting eqs. (22) into equations of motion of the jet (16) and continuity equation (17) result in the following system of ordinary differential equations:
\[ ic_x \bar{v} = -\frac{1}{\gamma} \bar{p}' + \frac{\mu}{\gamma} \left[ L_n \bar{v} - \rho^{-2} (\bar{v} + 2in \bar{w}) \right], \]
\[ ic_x \bar{w} = -\frac{in}{\gamma} \rho^{-1} \bar{p} + \frac{\mu}{\gamma} \left[ L_n \bar{w} + \rho^{-2} (2in \bar{v} - \bar{w}) \right], \]
\[ ic_x \bar{u} = \frac{ik}{\gamma} \bar{p} + \frac{\mu}{\gamma} L_n \bar{u} \]

and
\[ \bar{v} + \rho^{-1} (\bar{v} + in \bar{w}) - ik \bar{u} = 0, \]

where the superscript prime denotes a differentiation in respect to \( \rho \) and the ordinary differential operator \( L_n \) is defined as:
\[ L_n \equiv \frac{d^2}{dp^2} + \rho^{-1} \frac{d}{dp} - \left( k^2 + n^2 \rho^{-2} \right). \]

Additionally, for convenience the following new unknown parameter is introduced:
\[ c_x \equiv \omega - kW. \]

When the disturbances in the surrounding fluid are concerned the continuity equation remains unchanged, while the equations of motion are easily obtained from eqs. (24), taking into account that the fluid is a nonviscous one (\( \mu_1 = 0 \)):
\[ ic_{1x} \bar{v}_1 = -\frac{1}{\gamma_1} \bar{p}'_1, \]
\[ ic_{1x} \bar{w}_1 = -\frac{in}{\gamma_1} \rho^{-1} \bar{p}_1, \]
\[ ic_{1x} \bar{u}_1 = \frac{ik}{\gamma_1} \bar{p}_1 \]

where now
\[ c_{1x} = \omega - kW_1. \]

In fact the above equations relate the velocity amplitudes \( \bar{v}_1, \bar{w}_1 \) and \( \bar{u}_1 \) to the pressure amplitude \( \bar{p}_1 \) in the surrounding fluid. When the continuity equation is used to eliminate these amplitudes, we simply obtain an equation for the surrounding pressure:
which corresponds to an irrotational flow in the surrounding fluid. In the next section, we will use the fact that eq. (30) is easily transformed to a modified Bessel equation.

2.4. Analytical solution for the amplitudes. Dispersion equation

As mentioned above, the solution of eq. (30) could be written as:

\[(31) \bar{p}_1 = A_1 K_n (k \rho) ,\]

where \(A_1\) is an integration constant, \(K_n (\zeta)\) is a modified Bessel function of a \(n\)-th order and of a second kind. In eq. (31), the corresponding Bessel function of a first kind is eliminated, for it is unbounded at \(\rho = \infty\).

The solution of eqs. (24)–(25) can be splitted into an irrotational (non-viscous) and viscous part, respectively:

\[(32) \bar{v} = \bar{v}_{ir} + \bar{v}_{v}, \quad \bar{w} = \bar{w}_{ir} + \bar{w}_{v}, \quad \bar{u} = \bar{u}_{ir} + \bar{u}_{v}.\]

Similar to the surrounding flow, the irrotational part of the jet flow satisfies pressure equation (30) in which the subscript “1” should be omitted. Therefore, the irrotational velocity modes can again be expressed by the jet pressure:

\[(33) \bar{p} = A I_n (k \rho).\]

The equations for the viscous velocity amplitudes are similar to eqs. (24) providing that the pressure terms are neglected:

\[(34) \begin{align*}
ic \bar{v}_v &= \frac{\mu}{\gamma} \left[ L_n \bar{v}_v - \rho^{-2} ( \bar{v}_v + 2 i n \bar{w}_v) \right], \\
ic \bar{w}_v &= \frac{\mu}{\gamma} \left[ L_n \bar{w}_v + \rho^{-2} (2 i n \bar{v}_v - \bar{w}_v) \right], \\
ic \bar{u}_v &= \frac{\mu}{\gamma} L_n \bar{u}_v. \end{align*}\]

It should be mentioned that the above system is selfconsistent: assuming that the velocity amplitudes in the left side of eqs. (34) satisfy the continuity equation (25) the same is true for the corresponding right sides. As seen, the last of equations (34) is separated from the remaining equations and can be solved independently. By introducing a modified wave number \(k_1\):
the equation for $\bar{u}_v$ is transformed to a form similar to eq. (30), if the wave number $k$ is replaced by $k_1$:

$$L_{n,1}\bar{u}_v = 0, \quad L_{n,1} \equiv \frac{d^2}{d\rho^2} + \rho^{-1} \frac{d}{d\rho} - (k_1^2 + n \rho^{-2}).$$

Therefore:

$$\bar{u}_v = BI_n(k_1 \rho).$$

Dispersion equation. By introducing new unknowns:

$$v_\pm = \bar{v}_v \pm \bar{w}_v,$$

the first two of eqs. (34) can be splitted into two independent modified Bessel equations of type (36) with left hand sides $L_{n+1,1}v_+$ and $L_{n-1,1}v_-$, respectively. As a result we obtain:

$$\bar{v}_v = CI_2(k_1 \rho) + DI_0(k_1 \rho), \quad \bar{w}_v = CI_2(k_1 \rho) - DI_0(k_1 \rho).$$

Substituting into the continuity equation, the following relationship is derived for the constants of integration:

$$B = -i \frac{k_1}{k} (C + D).$$

By using eq. (39) and the interface boundary conditions (19)–(21), the remaining integration constants $A, A_1, C, D$, can be determined as functions of the (arbitrary) amplitude $\bar{a}$. After rather tedious, but straightforward calculations the dispersion equation can be written in the form of a determinant of a fourth order:

$$\Delta_{44} = |a_{mn}| = 0, \quad (m, n = 1, \ldots, 4),$$

where

$$a_{11} = i q \hat{I}_n, \quad a_{12} = \hat{I}_{n+1}, \quad a_{13} = \hat{I}_{n-1}, \quad a_{14} = i e^\phi,$$

$$a_{21} = 2i q^3 \hat{I}_n, \quad a_{22} = q_1^2 \hat{I}_n + q^2 \hat{I}_{n+1}, \quad a_{23} = q_1^2 \hat{I}_n + q^2 \hat{I}_{n-1}, \quad a_{24} = 0,$$

$$a_{31} = 2i n (I_n - q \hat{I}_n), \quad a_{32} = q_1 \hat{I}_{n+1} - (n + 1) \hat{I}_{n-1}, \quad a_{33} = -q_1 \hat{I}_n - (n - 1) \hat{I}_{n+1}, \quad a_{34} = 0,$$

$$a_{41} = q_1^2 I_n I_n - 2i Re^{-1} q^2 \hat{I}_n, \quad a_{42} = -2Re^{-1} q_1 \hat{I}_{n+1}, \quad a_{43} = -2Re^{-1} q_1 \hat{I}_{n+1}, \quad a_{44} = -A_{44}.$$
with:

$$(43) \quad c_*^0 = \frac{a_0}{W} c_* = \omega^o, \quad c_{1*}^0 = \frac{a_0}{W} c_{1*} = \omega^o + W_1^o q,$$

and

$$(44) \quad -A_{44} = \gamma_1^o c_{1*}^2 \frac{K_n}{q K_n} + W e^{-1} \left( q^2 + n^2 - 1 \right).$$

Note that eqs. (41) and (42) are transformed into a non-dimensional form, hence they contain the non-dimensional parameters of the problem: Reynolds number $Re = \gamma a_0 W/\mu$, Weber number $We = \gamma a_0 W^2/\sigma$ and non-dimensional density and undisturbed velocity ratio $\gamma^o = \gamma_1/\gamma$, $W_1^o = W_1/W$, respectively. Similarly $\omega^o = a_0 \omega/W$ is the non-dimensional complex angular frequency, $q = a_0 k$ and $q_1 = a_0 k_1$- the non-dimensional wave and modified wave number, respectively.

It should be mentioned, that when the argument of Bessel functions is equal to $\zeta = k \rho$, it is omitted, while it is denoted by superscript $^\wedge$ when equals $\zeta_1 = k_1 \rho$. Differentiation with respect to the corresponding argument of Bessel function is denoted by superscript dot. In addition, in all Bessel functions $\rho = a_0$. When writing eqs. (42) it is assumed that the reference coordinate system $O_{\rho \phi z}$ is moving with the undisturbed jet flow, while the surrounding fluid is flowing uniformly with a velocity $-W_1^o$ parallel to the undisturbed jet axis $Oz$.

After some obvious algebraic operations on the rows of the determinant $\Delta_{44}$ the latter can be reduced to a linear combination of second order determinants. Finally, the dispersion equation appears in the following non-dimensional form:

$$(45) \quad c_*^2 \frac{I_1}{q I_1} \left( 1 + \frac{\Delta_1}{\Delta} \hat{I}_2 + \frac{\Delta_2}{\Delta} \hat{I}_0 \right) - 2i Re^{-1} c_*^0 \frac{\hat{I}_1}{I_1} \left( 1 + \frac{\Delta_1}{\Delta} \hat{I}_2 + \frac{\Delta_2}{\Delta} \hat{I}_0 \right) +$$

$$+ 2i Re^{-1} c_*^2 q_1 \left( \frac{\Delta_1}{\Delta} \hat{I}_2 + \frac{\Delta_2}{\Delta} \hat{I}_1 \right) = We^{-1} q^2 + \hat{c}_{1*}^2 \gamma_1^o \frac{K_1}{q K_1}.$$

The second order determinants read:

$$(46) \quad \Delta \equiv \begin{vmatrix} a_{22} - 2q^2 \hat{l}_2 & a_{23} - 2q^2 \hat{l}_0 \\ a_{32} - 2b \hat{l}_2 & a_{33} - 2b \hat{l}_0 \end{vmatrix}, \quad \Delta_1 \equiv 2 \begin{vmatrix} \hat{q}^2 & a_{23} - 2q^2 \hat{l}_0 \\ b & a_{33} - 2b \hat{l}_0 \end{vmatrix}, \quad \Delta_2 \equiv 2 \begin{vmatrix} a_{22} - 2q^2 \hat{l}_2 & q^2 \\ a_{32} - 2b \hat{l}_2 & b \end{vmatrix}.$$
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Where:

\[ b \equiv \frac{I_1}{qI_1'} - 1. \]

The unknown in eq. (45) is the complex frequency \( \omega^\circ = \omega^\circ_r + i\omega^\circ_i \), where the imaginary part \( \omega^\circ_i \) stands for the growth rate of the disturbances and \( \omega^\circ_r/q \)-for the speed of the propagation of the disturbances. In our notations (see eqs. (22)-(23)), the sinuous instability takes place when the growth rate is negative: \( \omega^\circ_i < 0 \). In the general case, the dispersion equation can be solved only numerically.

2.5. Nonlinear instability of an axisymmetric capillary jet

The linear instability of isolated or submerged in another liquid jet is studied extensively, since Rayleigh [15] by many authors (see, e.g. [16]). In Chacha et al. [2] a direct simulation of the process of disintegration of a viscous liquid column in another immiscible liquid bounded by a tube. A complete numerical solution of the full Navier-Stokes equations (1) is proposed, which gives both qualitative and quantitative results. The applicability of the numerical procedure is verified in comparison with the results of the linear stability analysis and those of Shokoohi [17] and, Shokoohi and Elrod [18], in the case of a liquid column in an inviscid nearly-zero-density fluid. For a column in a viscous liquid phase, the verification is performed on the basis of the results of Tomotika [19] and, Mikami and Mason [20]. The numerical results for the main and satellite drop sizes are compared as well to the corresponding experimental values as measured by Kitamura et al. [21], when the relative velocity of both phases is maintained equal to zero.

As shown in Fig. 2a, initial cosinusoidal disturbance retains its form at the first stages of its evolution in time. Due to the appearance of multiple harmonics, the surface profile is transformed to a noncosinusoidal form, which contains a satellite drop attached to the main one.

The size of the satellite is strongly connected (see Fig. 2b) to the wavelength (wave number). The amplification rate of the temporally growing disturbances is time dependent except for the initial time interval. Additional results could be found in [2].

2.6. Asymmetric (sinuous) jets

2.6.1. Dispersion equation for a sinuous instability of a non-viscous jet

Sinuous instability corresponds to \( n = 1 \). In a general case for studying the sinuous instability of a viscous jet, the dispersion equation (44) should be solved numerically. However, it is interesting to compare our equation with that
Fig. 2 (a) Evolution of the interface in time. (Water–dodecan: $a_0 = 0.00175$ cm, $\tilde{a}_0/a_0 = 0.02$, $q = 0.66$, $\sqrt{We}/Re = 0.031$; Three stages are observed: cosinusoidal evolution, appearance of a ‘plateau’, formation of a satellite and breakup. (b) Nondimensional drops radii $D^0/2$ vs nondimensional wavenumber $q$: water–dodecan system (present [2]) and water-gas system [17]. The nondimensional parameters in Fig. 2 are as follows: $t = t/\sqrt{\rho_1 a_0^3/\sigma}$, $\lambda_0 = \lambda/a_0$ and $D^0 = D/1a_0$, where $\lambda$ stands for wavelength, $\rho_1$ for jet’s density and $D$ for main and satellite drops.

one for a non-viscous jet ($Re = \infty$). For such a jet, the dispersion equation is reduced to the form obtained by Debye and Daen [22] and by Martinon [23]:

$$\omega^2 = \frac{\gamma_0^2 q b_{11}}{1 - \gamma_0^2 b_{11}},$$  \hspace{1cm} (47)

$$\omega_{\varphi}^2 = -\frac{q^2}{1 - \gamma_1^2} \left( \frac{\gamma_1^2 b_{11}}{1 - \gamma_1^2 b_{11}} + We^{-1} \frac{\dot{I}_1}{I_1} \right),$$

where for shortness:

$$b_{11} = \frac{I_1 K_1}{I_1 K_1}.$$  \hspace{1cm} (48)

In Fig. 3a, the growth rate of the sinuous instability predicted by the Non-Viscous Model (see second of eqs (47) is shown for different values of the Weber number, while the density ratio $\gamma_1^0 \approx 1.21 \times 10^{-3}$ corresponding to a system water-air, is kept fixed. (Note that $Re = \infty$). As illustrated by Fig. 3a, at fixed density ratio the sinuous instability in a non-viscous jet is controlled by
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Fig. 3. Non-viscous model for the sinuous instability of a water jet in air: $\gamma^2 \approx 1.21 \times 10^{-3}$; injection velocities ranging from $W = 15 : 55$ to $21 : 3$ m/s ($We = 870$ to $1864$); (a) growth rate; (b) speed of propagation of the disturbances

the nondimensional combination. More precisely, by using eqs. (47) it could be shown, that the value of $\gamma^2 We$ at which the sinuous instability appears, is given by the inequality $\gamma^2 We/(1 + \gamma^2) \geq 1$. In Fig. 3b, the corresponding curves of the speed of propagation of disturbances are shown. Note that, all curves are superimposed but with a different upper wave number limit, corresponding to the upper end of the instability interval. (For example, for $\gamma^2 We = 1.75$ the instability interval ends at $q \leq 1.06$).

2.6.2. Numerical results for the viscous dispersion equation

All calculations performed here are for a water jet in air [24], with radius $a_0 = 300 \mu$m. Physical properties used for these fluids at ambient temperature are summarized in Table 1.

Table 1. Properties of water and air at $T = 20^\circ$C

<table>
<thead>
<tr>
<th>Fluid</th>
<th>$\rho$ [kg/m$^3$]</th>
<th>$\sigma$ [mN/m]</th>
<th>$\mu$ [$10^{-3}$ kg/m.s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>998.3</td>
<td>73.0</td>
<td>1.00</td>
</tr>
<tr>
<td>Air</td>
<td>1.205</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The results in Fig. 4 are obtained by direct solving of the full eq.(44), where curves 4 are shown for comparison and correspond to a non-viscous (model) jet $Re = \infty$. In this figure the effect of Reynolds number on the growth rate and the speed of propagation of the sinuous disturbances are shown starting from a real water jet in air (curve 1).

As expected increasing the jet viscosity in Fig. 4a strongly decreases the maximum growth rate of the disturbances. As shown in Fig. 4b the viscosity
tends to decrease the delay of the propagating speed of the disturbances with respect to the jet velocity.

### 2.6.3. Experiments on jet instability

In Tadrist et al. [25], some experimental results are shown for the instability of a liquid jet leaving a cylindrical nozzle and flowing down another immiscible liquid. A special optical system was used to study the spatial and the temporal interface variations between two liquids. A photoelectric cell was used to measure the light intensity and to obtain the physical parameters of the jet. Spatial analysis revealed a continual contraction of the jet from the nozzle exit to the break-up zone (see Fig. 5a). Fluctuations of the interface over time are characteristic of a random signal with a narrow bandpass. The Fourier transform of the different samples shows a bandpass of finite width centred on a characteristic frequency. The distribution of interface amplitude fluctuations was symmetrical to the average diameter, except in the zone in which the jet breaks up. By systematically tracing the main parameters of the jet diameter, we observed three zones with different jet behaviour.

The characteristic frequency of interface fluctuations increases as a linear function of the distance from the nozzle (Fig. 5b). The amplitude of interface fluctuations was an exponential function of the distance at which jet diameter fluctuations were measured (Fig. 5c).
3. Instability of a non-isothermal glass drawing process

For more than three decades, it is well established that for a nearly isothermal drawing process draw resonance takes place when the draw ratio (i.e. the ratio of the average fibre velocity at the winder to that at the nozzle, \( E = V_f/V_0 \)) exceeds a value close to \( E = 20.21 \). For \( E = 20.21 \), depending on the conditions on the cross section of the nozzle, the fibre diameter may vary non-periodically (quasi-periodically or chaotically, see Yarin et al. [26]; Tyushkevich et al [27]).

Non-isothermal drawing processes, are more particularly those used to produce reinforcement glass fibres, are known to be subject to various perturbations and instabilities which may be harmful from the viewpoints of both manufacturing efficiency (fibre breaking) and quality (diameter fluctuations). Among the possible sources of perturbations are variations in the input parameters (such as glass composition and temperature), variations in winding velocity (drift, vibrations) or certain external factors (Radiative transfer coupling with other nozzles, turbulence generated by the winding). According to some authors (Gliksman [28]; Donnelly and Weinberger [29]; Fisher and Denn [30]; Geyling and Homsy [31]; Schultz and Davis [32]; Gupta et al. [33]; Yarin
et al. [26]), for high viscosity materials such as glasses the most important instability mode is what is referred to as the ‘draw resonance’. This instability is characterized by self sustained oscillations of the tension of the drawn filament (in relation to the diameter) that may induce fibre breaking. Shah and Pearson [34] have been established that the cooling along the spinline strongly stabilizes the process. Gupta et al. [33] found a theoretical maximum of $10^4$ as the critical draw ratio although a draw ratio of $10^5$ is commonly reached in the industry.

To clarify this point, the present authors have developed a hydrodynamic and thermal model of the drawing process, as well as experimental investigations based on the development of innovative light scattering models and particle sizing instruments. These studies were mostly conducted on glass fibres used in reinforced plastics, in collaboration with the research centre of Saint-Gobain. These fibres are produced by drawing glass melt as it comes out of a bushing nozzle, see Fig. 6a. The fibre solidifies in the draw zone and the solidified jet is wound on a rotating wheel (drum or take-up roller) which provides the required mechanical tension for the fibre in the draw zone. Depending on the composition of the glass, which is determined by various requirements and constraints (end use, melting characteristics, fibre sizing, environmental and cost requirements, etc.) the mean diameters of commonly produced glass filaments are in the range of $D_f = 4 - 25 \mu m$ (Gupta [35]). In what follows, we first introduce the key parameters and equations of the hydrodynamic and thermal model, then the main characteristic of the light scattering g models and finally, the main experimental results are presented.

### 3.1. Physical model of the non-isothermal drawing process

The problem studied is depicted in Fig. 6a. This geometry, which supposes an axisymmetric process (i.e. $v = 0, \partial / \partial \theta = 0$), is used to write the conservation momentum, mass and energy equations of the glass melt jet [28, 35–38, 6]. A Newtonian fluid is assumed, and the boundary conditions and related assumptions are that, (i) there is no mass flux through the surface of the jet; (ii) the glass is incompressible, i.e. $\rho = \text{cte}, \nabla \cdot \vec{v} = 0$; (iii) the fibre diameter is small $R_0/L \ll 1$, $R(z)/L \ll 1$ and $u/w \ll 1$, so that the radial dependence of the variables $u$, $p$ and $T$ can be neglected; (iv) the dependence of the viscosity with temperature follows an Arrhenius law; (v) the internal radiation flux, which according to Glicksman [28] is very small, compared to the outer surface radiation flux above 1100 °C, as well as the longitudinal conduction are both neglected; (vi) at $z = L$ the take-up velocity is imposed upon solidification; (vii) at $r(t, z)$, friction of air is considered as negligible at atmospheric
pressure, only the capillary force is to be taken into account [37].

To build dimensionless variables, we first introduce a few basic scaling parameters: length $R_0$ (initial radius), drawing temperature $T_0$, dynamic viscosity $\mu_0$, density $\rho$ and time $w_0/R_0$ [5, 38].

The characteristic dimensionless numbers of the problem are Reynolds, $Re = \rho w_0 R_0/(3\mu_0)$; Nusselt, $Nu = 4.3(e^{-1} - 3e^{-3})$ with $e = \max\{3, \log(4\nu a z/w_0 R_0^2)\}$; Prandtl, $Pr = (3\mu_0 \rho P)/\lambda$ and Stanton, $St = Nu/(Re Pr)$ numbers. In the previous expressions, $c_P$, $\lambda$ represent respectively, the heat capacity and conductivity of glass.

The dimensionless variables are the velocity, $W = w/w_0$, the radiative flux along $z$, that is noted $Q'$. A law type Volger-Tammann-Fulcher dimensionless is chosen for the dependence of the viscosity with temperature: $M = a + b(1 - \theta)(1 - \theta_{fg})^{-1}(\theta - \theta_{fg})^{-1}$ where the glass transition temperature is taken as $\theta_{fg} = 766.88/T_0$, and for the constants: $a = -1.89$, $b = 3538.73/T_0$.

For the dimensionless external conditions, we have the ambient temperature $\theta_{amb}$ and the temperature of the thermal radiation environment $\theta^*$.

Now for the dimensionless coefficients of the balance equations, see eq. (49), we introduce for heat transfer (free convection), $H = (\lambda_{air} Nu)/(\rho c_p w_0 R_0)$; radiative heat transfer, $E = (2\tilde{\sigma} T_0^3 \varepsilon(x))/(\rho c_p w_0)$; surface tension, $\Omega = \sigma/(3\mu_0 w_0)$; forced convection, $C_1 = Re$; air shear stress, $C_2 = 2R_0 \tau_a/(3\mu_0 w_0)$;
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gravity, \( C_3 = \rho g R_0^2/(3\mu_0 w_0) \); viscous diffusion \( D_1 = 3\mu_0 w_0/(\rho c_p T_0 R_0) \); thermal conduction, \( D_2 = \lambda/(\rho c_p w_0 R_0) \) and the radiative transfer along \( z \), \( D_3 = \sigma T_0^3/(\rho c_p w_0) \). In the previous relations, \( \sigma_T, \tau_a \) stand for the thermal emissivity and drag coefficient. So, that we finally obtain the dimensionless mass, momentum and energy balance equations [5, 38]:

\[
\begin{align*}
\frac{\partial A}{\partial t} + \frac{\partial (AW)}{\partial x} &= 0, \\
C_1 \left( A \frac{\partial W}{\partial t} + AW \frac{\partial W}{\partial x} \right) + C_2 \sqrt{A} - C_3 A &= \frac{\partial}{\partial x} \left( MA \frac{\partial W}{\partial x} + \Omega \sqrt{A} \right), \\
A \frac{\partial \theta}{\partial t} + AW \frac{\partial \theta}{\partial x} &= H(\theta_a - \theta) + E(\theta^4 - \theta^4) + D_1 MA \left( \frac{\partial W}{\partial x} \right)^2 \\
&+ D_2 \frac{\partial}{\partial x} \left( A \frac{\partial \theta}{\partial x} \right) - D_3 A \frac{\partial A Q^r}{\partial x},
\end{align*}
\]

where \( A \) and \( x \) represent the local dimensionless cross section and the axial coordinate, respectively. In practice, the previous equations are solved numerically using the finite-difference methods, with a Newton-Raphson, as well a substitution schemes, and with an isothermal solution as a starting condition.

This model allows predicting stationary conditions (i.e. tension, temperature, ... that are used by the optical models, see next sub-section), as well as transient ones [9, 38]. Fig.6b shows for instance the response of the drawing system to a convective perturbation.

### 3.2. Modelling the light scattering properties of right circular and elliptical cylinders

For accurate optical characterizations, it is fundamental to have rigorous light scattering models. Over the years, the present authors have developed several electromagnetic models to predict the scattering properties of right circular cylinder illuminated under normal incidence [7, 39, 41]. These electromagnetic models are based on the rigorous Lorenz-Mie and Debye theories. They allow accounting for particular effects like the fibre’s birefringence induced by the drawing tension as well the fibre’s mean refractive index (i.e. density) with the drawing temperature and cooling rate, radial gradients, fibres with a gas core, etc. In this section, we briefly review some of these features.

During the drawing process, glass fibres are subjected to strong uniaxial mechanical constraints. Their electrical permittivity is expected to be uniaxial, too. The glass fibre material is becoming birefringent and exhibits two optical indices: one along the fibre axe (fast axis) and a second one within the fibre
cross section (two slow axes). For drawing tension of practical use, the induced birefringence depends linearly with the drawing tension. It depends also on the diameter and temperature of the fibre, as well as on its optical stress coefficient [8, 38]. For a linear polarized plane wave illuminating a fibre under normal incidence, the two permittivities corresponds to Transversal Electric (TE) and Magnetic (TM) fields, and the problem can be decoupled. Based on this scheme, we have developed code to predict both far field scattering patterns as well as the response of a phase Doppler interferometer equipped with linear analysers [7].

Due to the high cooling rate experienced by glass fibres which reach up to $-10^5 \degree C/s$ in the upper region, the fibre may exhibit some radial density profiles. Our electromagnetic models take into account these effects by using a finely stratified model and a recursive algorithm [40] to cancel out the calculation of the internal electromagnetic fields. This approach allows the discretization of the fibre thermal or density gradients profiles into thousands of small increments (whose equivalent length scale is negligible, i.e. typically $\leq \lambda/40$) [41]. Although, simulations have shown that thermal gradients have a little influence on the main scattering properties of glass fibres, these simulations did show that they can significantly perturbate the morphology-dependent resonances (i.e. whispering gallery modes). This model was also used to investigate the scattering properties of hollow fibres [7, 38, 41].

The local shape of reinforcement fibre (and a fortiori of capillary jets) may significantly deviate from the idealized right circular cylinder one (if the process is perturbated for instance). Unfortunately, in the visible range, there is currently no solution to calculate rigorously the scattering properties of complex shaped objects whose size exceeds few microns. It is the reason why, the present authors have developed a physical optics approximation allowing describing the near-critical angle far field pattern of elliptical cylinders and ellipsoidal bubbles [14]. This model is valid for gas jets and lower density liquid jets.

3.3. Experimental methods

Experiments were carried out on a laboratory-scale single-fibre drawing bench developed by Saint-Gobain Vetrotex. The molten glass is composed of E-glass. The molten glass flows out of a resistant-heated platinum-rhodium reservoir with an initial mean velocity $V_0$, through a cylindrical nozzle with an inner radius $R_0$. The draw temperature $T_0$ of the glass leaving the nozzle is measured by a pyrometer with a resolution $T_0 = \pm 10^\circ C$. Two meters below the nozzle ($L = 2m$), the solidified jet is wound around a rotating drum, controlling the instantaneous take-up velocity $V_f$ during the experiment. The
rotating drum allows the adjusting of the take-up velocity within the range
\( V_f = 0 - 65 \text{ m/s} \) with a resolution of ±0.05 ms\(^{-1}\) and for a drawing temperature within the range of \( T_0 = 1140 - 1245 \text{ °C} \), which leads to maximum drawing ratios in the range of \( E \approx 3950 - 57750 \) [38].

The instantaneous diameter \( D_f(t) \) of the glass fibre was measured continuously in time by two laser systems specially designed for the present study, a high resolution diffractometer [9, 41] and a backward interferometer [7, 8]. The two systems use the aforementioned rigorous electromagnetic models (including all particular effects) to retrieve the fibre diameter from a diffraction pattern or Doppler signals. Note, that the backward interferometer allows also measuring simultaneously the drawing tension of the fibre with the vibration string method, as well as the axial displacement of the fibre within the optical probe volume [6, 42]. The reader is kindly invited to read the following references to get more details on the drawing bench and drawing process [5, 8, 9, 38], on the optical setups [7, 38, 41] and on scattering models [13, 14, 41].

3.4. Exemplifying experimental results

Fig. 7 shows the evolution of the frequency and amplitude of the fibre diameter dominant oscillation mode with respect to both the Stanton number \( St \) and the draw temperature. For the Stanton number, we use the definition introduced in Shah and Pearson [34]:

\[
St = 0.42 \frac{\lambda_{\text{air}} L}{\rho C_P} \left( \frac{2 \rho_{\text{air}}}{\mu_{\text{air}}} \right)^{1/3} R_0^{-5/3} V_0^{-2/3},
\]

where
\( \rho_{\text{air}}, \lambda_{\text{air}} = 2.92 \times 10^{-4} (T_0 + 273)^{0.8} \) and \( \mu_{\text{air}} = 1.58 \times 10^{-5} [(T_0 + 273)/300]^{1.72} \) are the density, thermal conductivity and dynamic viscosity of air, while \( \rho \) and \( C_P \) are the initial molten glass density and heat capacity, respectively. In Fig. 7a, the dominant frequency decreases \( \nu \approx 0.94 - 0.58 \text{ Hz} \) as the Stanton number increases. Conversely, the dominant frequency increases with the increasing of the draw temperature \( T_0 \approx 1145 - 1245 \text{ °C} \). The dominant frequency appears to be almost independent of the draw ratio. Fig. 7b shows the evolution of the mean amplitude of the fibre diameter fluctuations with respect to the draw ratio and for various Stanton numbers. Clearly, the amplitude of the diameter fluctuations decreases exponentially as the draw ratio is increased, whereas the amplitude is almost independent on the Stanton number.

The iso-level map, shown in Fig. 7c, indicates that at constant draw temperature the fibre diameter decreases rapidly as take-up velocity is increased. For a fixed take-up velocity, the diameter increases slightly with a
Fig. 7. Evolution of some characteristics features of the fibre diameter time series versus the drawing ratio, the drawing temperature and related Stanton numbers: (a) dominant frequency and (b) peak intensity of the diameter fluctuations; (c) Evolution of the mean diameter of the fibre versus the take-up velocity and drawing temperature [9]

Table 2. Molten glass properties and drawing parameters

<table>
<thead>
<tr>
<th>Properties/Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass melt chemical composition [35]</td>
<td>E-glass: SiO$_2$, CaO, Al$_2$O$_3$...</td>
</tr>
<tr>
<td>Glass melt height, $H$ [mm]</td>
<td>139</td>
</tr>
<tr>
<td>Nozzle inner radius, $R_0$ [mm]</td>
<td>1.15</td>
</tr>
<tr>
<td>Viscosity, $\mu_0$ [poises], $T_0$ [K]</td>
<td>$\log \mu_0 - 1.576 + 3027.8/(T_0 - 805.6)$</td>
</tr>
<tr>
<td>Thermal conductivity, $\lambda$ [Wm$^{-1}$K$^{-1}$]</td>
<td>1.8</td>
</tr>
<tr>
<td>Heat capacity, $C_P$ [Wkg$^{-1}$K$^{-1}$]</td>
<td>1238</td>
</tr>
<tr>
<td>Density, $\rho$ kg$^{-3}$</td>
<td>2450</td>
</tr>
<tr>
<td>Ambient temperature, $T_{amb}$ [K]</td>
<td>298</td>
</tr>
</tbody>
</table>

rise in temperature, reflecting the decay of the glass melt viscosity. Note, that the glass melt viscosity increases more than 100 times over the considered temperature range.

It is interesting to compare experimental results with the numerical results available in the literature concerning the stability of the glass fibre drawing process. In this field, the work of Shah and Pearson (1972) [34] is one of the most frequently referenced. A marginal stability diagram is constructed versus two parameters: $S = \bar{k}St \exp(-St)$ and the square root of the draw
The dimensionless viscosity-temperature coefficient $\bar{k}$ is defined by the equation $\bar{k} = 0.011768(T_0 - T_{amb})$ assuming a simple exponential viscosity-temperature law for the molten glass. Our experimental data points and the marginal stability curve calculated by Shah and Pearson [34] are both shown in Fig. 8a [9, 38]. The experimental data are grouped in three levels in relation to the dimensionless mean amplitude of the fibre diameter fluctuations. In the latter figure, most of our experimental data points appear in the unconditionally stable region (i.e. $S > 0.6$) except for a few points obtained for the lowest temperatures ($S < 0.6$) [34]. It is important to note, that the mean amplitude of the fibre diameter fluctuations for $S < 0.6$ is almost independent on the stability parameter $S$. Although, not shown in the figure, this tendency remains unchanged for the relative mean amplitude of the fluctuations. In both zones, our data points follow the general tendency of decreasing amplitude of the fluctuations as the draw ratio increases. It is worth noting that the tendency observed in the zone of expected draw resonance ($S < 0.6$) contradicts the fact that the draw resonance amplitude is known to increase as the draw ratio is increased.

In Fig. 8b the same experimental data points are plotted against $Pe$ and $\alpha = \ln E$, where the Peclet number is defined as $Pe = \rho C_p V_0 L/\lambda$ with $\lambda$ being the thermal conductivity of the molten glass. The maximum critical draw ratio curve ($\alpha^* = \ln E_{cr}$) extracted from Gupta et al. (Fig. 8 in [33]) is also plotted in Fig. 8b. Note, that in the calculations of Gupta et al. [33] there is no unconditionally stable zone. Experimental data points for $Pe = 4500$ deviate by up to two orders of magnitude above the theoretical maximum critical draw ratio (i.e. from $\alpha^* \approx 8.8$ to $\alpha \approx 10.8$). Although, these experimental points are
located in the zone where theoretically significant draw resonance is expected, they correspond to the lowest mean amplitude of the fibre diameter fluctuations. Furthermore, the tendency remains the same as in the unconditionally stable zone of Shah and Pearson [34] as the draw ratio is decreased. As already mentioned above, this tendency is in contradiction with the behaviour, that is known for the draw resonance zone. On the other hand, the increase of the stability range in relation to the draw ratio is not surprising as it is commonly observed in the glass fibre industry where draw ratios of $E \approx 10^5$ ($\alpha \approx 11.5$) are attained. A similar remark has been underlined by Gupta et al. [33]. To conclude, we should reject the assumption that the fibre diameter fluctuations we observed with our drawing bench (which operates in conditions close to those in industry) are the consequence of a draw resonance.

The high sizing and temporal resolution of the interferometer and diffractometer allow also controlling the drawing tension, as well the response of the drawing system to sudden perturbations. Figure 9a shows a typical evolution for the drawing tension versus the fibre diameter (i.e. the take-up velocity is continuously increased). Figure 9b shows the response of the system to a convective perturbation. The latter results show some similarities with the prediction of the hydrodynamic and thermal model, whatever the operating parameters are not exactly the same.

Fig. 9 (a) Typical evolution for the drawing tension with the take-up velocity (i.e. diameter) [9]; (b) Response of the system to a convective perturbation: temporal evolution of the fibre diameter when one blow on the melt glass zone [8]

4. Conclusion

In the review we summarized some of the results obtained along the collaboration IUSTI-CNRS/AMU and IMech-BAS during the period 1992–2012.
In more details, these results are given in the original papers grouped at the beginning of the list of references. The reader may find additional results, on the instability of a compound jet, in Radev et al. [4] as well as in the papers referenced there.
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