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This article reviews unit nonresponse in cross-sectional household surveys, the consequences
of the nonresponse on the bias of the estimates, and methods of adjusting for it. We describe
the development of models for nonresponse bias and their utility, with particular emphasis on
the role of response propensity modeling and its assumptions. The article explores the close
connection between data collection protocols, estimation strategies, and the resulting
nonresponse bias in the estimates. We conclude with some comments on the current state of
the art and the need for future developments that expand our understanding of the response
phenomenon.
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1. Introduction

This article critically reviews aspects of unit nonresponse in sample surveys, where unit

nonresponse is defined as the failure to obtain a valid response from a sampled unit. We

emphasize the consequences of unit nonresponse and methods of adjusting for it in

circumstances that are typical of cross-sectional household surveys. Establishment surveys

and attrition nonresponse in panel surveys are also subject to unit nonresponse, and issues

reviewed here pertain to these surveys. However, the data collection design options,

reasons for nonresponse, and auxiliary data available for adjustment differ dramatically

across types of surveys. Because these features are critical to dealing with nonresponse

and nonresponse bias, we have chosen to focus on situations frequently arising in cross-

sectional household surveys.

Unit nonresponse is just one form of missing data in surveys. Other types of missing

data include incomplete coverage of the target population, item nonresponse, and partial

nonresponse such as wave nonresponse in panel surveys and failure to obtain second-

phase responses in two-phase surveys. While these are all important, they are beyond the

scope of this review.

Most surveys, especially government surveys, employ large sample sizes and design-

based theory to make inferences from the sample to the target population. This theory

assumes complete response. While surveys employ methods to minimize nonresponse and

its effects on estimates, in almost every survey some sampled units do not respond.
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Model assumptions and adjustments are made in an attempt to compensate for missing

data. Because the mechanisms that cause unit nonresponse are almost never adequately

reflected in the model assumptions, survey estimates may be biased even after the model-

based adjustments. Nonresponse also causes a loss in the precision of survey estimates,

primarily due to reduced sample size and secondarily as the result of increased variation of

the survey weights. However, bias is the dominant component of the nonresponse-related

error in the estimates, and nonresponse bias generally does not decrease as the sample size

increases. Thus, bias is often the largest component of mean square error of the estimates

even for subdomains when the sample size is large.

The classification of nonresponse by reason is important because the effects and

methods of dealing with nonresponse may be directly tied to the reason (Lin and Schaeffer

1995; Steele and Durrant 2011). Reasons for unit nonresponse are usually classified as the

failure to contact the sampled unit, the inability to persuade the sampled unit to respond,

and other reasons (Brick and Montaquila 2009). Noncontact or inaccessibility

nonresponse may occur for a variety of reasons. For example, the sampled unit may not

be at home during the times the data collector visits or calls, the survey schedule may limit

the number of contact attempts, or data to locate the sampled unit may be incorrect or out

of date. Refusal nonresponse may occur because the sampled person does not wish to

participate in the particular survey, or because someone else such as a gatekeeper refuses

to provide access to the sampled person. For example, in a telephone survey the person

answering the telephone may not be willing to give the telephone to the sampled person.

While noncontact was a larger component of total nonresponse in earlier times, refusals

now constitute the majority of total nonresponse in most surveys (Atrostic et al. 2001;

Brick and Williams 2013). The other nonresponse category includes assorted reasons such

as language problems and health problems that may prevent the sampled unit

from responding. These other problems are typically a small proportion of the total

nonresponse in a survey, but may be important in some cases (see Feskins et al. 2011;

Brick et al. 2012).

2. Background

Unit nonresponse has been recognized as a potential problem since the early days of

probability sampling. Colley (1945), Hansen and Hurwitz (1946), Ferber (1949), Yates

(1946), and Deming (1953) are examples of early research that examined data collection

and weighting methods to deal with nonresponse2. As research on nonresponse and its

effects accumulated and worries about increasing nonresponse rates were expressed, the

Committee on National Statistics in the United States convened a Panel on Incomplete

Data in 1977 to consolidate this research and develop new approaches. The Panel’s work

resulted in a three-volume set in 1983 (Vol. 1 edited by Madow, Nisselson, and Olkin; Vol.

2 edited by Madow, Olkin, and Rubin; Vol. 3 edited by Madow and Olkin) that was the

first monograph dedicated to nonresponse in surveys. Around the time of the Panel, the

way nonresponse was conceived and adjustments were motivated began to shift to treat

2 The references in this section are examples and useful summaries of a body of work and are not intended to
assign precedence for ideas.
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response as a random rather than fixed outcome. In our review, several references to

chapters from one of the three volumes reflect some of these changes.

In the years following the Panel’s meetings, several published books were devoted

largely to survey nonresponse. These include Kalton (1983), Goyder (1987), Brehm

(1993), Groves and Couper (1998), Tourangeau et al. (2000), Groves et al. (2002),

Särndal and Lundström (2005), Stoop (2005), Stoop et al. (2010), and Bethlehem et al.

(2011). Journals have dedicated special issues to survey nonresponse, including the

Journal of Official Statistics and Public Opinion Quarterly. International workshops and

symposiums have been also been held; the Groves et al. (2002) monograph is a product

of one of these.

To provide some context for this research, we identify three major themes in

nonresponse research (although there is considerable overlap among them). One theme is

the study of the response mechanism that causes nonresponse. This research seeks to

understand important psychological and sociological factors that dispose some units to

respond and others to fail to respond. Goyder (1987) is an example of this work that takes a

sociological perspective on the causes of nonresponse; Tourangeau et al. (2000) is an

example taking the psychological view. Most of the psychological and sociological

research examines the willingness or amenability of the sampled unit to participate in the

survey by looking at factors such as the interviewer, the survey materials, and the

characteristics of the respondent that might influence response.

A second theme is data collection methods to reduce nonresponse. Dillman’s (1978)

tailored design method illustrates one branch within this theme. He offers general

approaches to the design of data collections to increase cooperation rates and improve the

chances of reaching respondents to deliver the survey request. The literature on incentives

is another such example (Singer 2002). The other branch within this theme describes a set

of methods for following up nonrespondents; survey methods to gain the cooperation of

those who refuse the initial survey request or who are never contacted are important topics

in this area. Switching modes for nonresponse follow up is an example within this area

(Dillman et al. 2009).

Statistical adjustment of the survey weights to adjust for survey nonresponse is a third

theme while retaining the design-based mode of inference. Särndal and Lundström (2005)

is an example. They examine statistical models to adjust the estimates from the survey

after the nonresponse has been realized. The aim of all of this research is to reduce the

level of nonresponse and develop methods to minimize nonresponse bias in the estimates.

For many years, nonresponse bias and response rates were often treated as equivalent, or

at least surveys with low response rates were thought likely to have the potential for high

nonresponse bias in the estimates. Data collection efforts that increased response rates

were assumed to reduce nonresponse bias. This presumed relationship is especially

pronounced in the literature on incentives, where effects of incentives on response rates

are carefully described and nonresponse bias is often not assessed directly (Singer and Ye

2013). The reasons for this assumption are easy to understand. Response rates are easy to

compute, provide a single measure for an entire survey, and have face validity.

A spate of articles in the last decade forced researchers to reconsider this presumption.

These articles show that the empirical relationship between response rates and

nonresponse bias is not strong (e.g., Keeter et al. 2000; Curtin et al. 2000;
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Groves 2006). Of course, even long ago we knew that a single measure like a response rate

could not be used to predict nonresponse bias. Ferber (1949, p. 672) noted “The problem of

response bias must be considered with specific reference to a particular question or

characteristic. The presence of bias in one question does not mean a priori that the replies

to other questions on the same questionnaire are also biased.”

Falling response rates in most countries across the developed world, especially in the

past few decades, are documented in various reviews (e.g., Stoop 2005; Steeh et al. 2001;

Atrostic et al. 2001; de Leeuw and de Heer 2002; Smith 1995; and Synodinos and Yamada

2000). Furthermore, the trend toward lower response rates is happening despite additional

procedures aimed at increasing response in many surveys. Some of these procedures are

designed to increase contact rates and others are aimed at reducing refusals. However,

none of these methods appear to be capable of reducing the level of nonresponse, and

reliance on adjustments to the survey weights is increasing.

Although response rates may not be predictive of nonresponse bias, the declines in

response rates have raised the level of concern among survey methodologists and

prompted new developments. Some debate whether low response rate probability samples

are qualitatively different from nonprobability samples; others have sought to find

different measures that are more predictive of nonresponse bias. Schouten et al. (2009)

propose R-indicators to serve as a substitute for response rates. These indicators attempt to

measure how similar the respondents are relative to the full sample by estimating the

variability in the estimated response propensities, where the response propensity (fi) for

every sampled unit i is its probability of responding to the survey. Schouten et al. (2009)

define the R-indicator as

RðfðxÞÞ ¼ 1 2 2SðfðxÞÞ; ð1Þ

where S(f(x)) is the population standard deviation of the response propensities and X is a

vector of auxiliary variables known for the full sample. If the R-indicator is close to unity,

the respondent set is more ‘representative’ of the target population, at least as measured

with respect to X, and has a lower potential for nonresponse bias. Schouten et al. (2011b)

extend these results.

Särndal and Lundström (2005) and Särndal (2011a) propose what they refer to as

balance indicators that are intended to measure the similarity between the respondents and

the sample. Some of these indicators are like the R-indicators in that they measure

variation in subgroup response rates, where the subgroups are formed based on auxiliary

variables. Wagner (2010) proposes using the fraction of missing information as an

alternative to the response rate because this measure permits the inclusion of auxiliary

variables in the determination of the influence of the missingness on the estimate.

All of the alternatives for response rates are only able to measure representativeness of

the respondents in relation to X, the auxiliary variables available. Different choices of X

lead to different values of the indicators. Although using these data is an improvement

over response rates that do not consider any auxiliary data, the measures are only useful

when powerful auxiliary variables for the specific estimates are available.

Some of these measures were influenced by the desire to continually monitor the data

collection process for responsive designs (Groves and Heeringa 2006). Responsive and

adaptive designs are two data collection approaches that have been proposed as a way to
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reduce nonresponse bias. Responsive design makes changes to data collection strategies

during data collection when one recruitment protocol is no longer successful in getting

responses from sampled units, especially units with differing characteristics (Groves and

Heeringa 2006). For responsive designs, data for making these decisions must be collected

and analyzed rapidly during the field period. Adaptive design is similar, but the analysis

of response patterns may be done from previous or similar collections (Schouten et al.

2011a). Both responsive and adaptive designs contemplate data collection strategies that

are tailored for specific sampled units, whereas the standard data collection procedure for

many years has been to apply a single protocol to all units.

3. Bias Representations

The rationale for the design, data collection, and estimation approaches mentioned above is

based on models of nonresponse bias. Two models dominate the way we think about

nonresponse bias. The models are most often presented in terms of the bias of an unadjusted

estimator of the mean, where unadjusted implies using the full sample estimator with just

the respondent data. The unadjusted Horvitz-Thompson estimator of the total is

ŷun ¼
i[sr

X
diyi; ð2Þ

where di is the inverse of the probability of selection of unit i and the sum is over sr, the set

of respondents. The ratio mean is ŷun ¼ ŷun=
i[sr

P
di.

The deterministic representation of bias partitions the population into respondent and

nonrespondent strata (Cochran 1977), and nonresponse bias is then a function of the

nonresponse rates and the characteristics of the units in these strata. In the deterministic

approach, response is a fixed outcome of the survey (and the procedures used in data

collection) and is not subject to random variation other than the variation due to sampling

the response strata. The nonresponse bias of the unadjusted estimator of the mean is

bias ŷun

� �
< ð1 2 PÞ Yr 2 Ym

� �
; ð3Þ

where P is the proportion of units in the respondent stratum, Yr is the mean in the

respondent stratum, and Ym is the mean in the nonrespondent stratum (Thomsen 1973).

The expression shows that bias depends on the response rate and the distribution of each

characteristic as discussed by Ferber (1949). However, a difficulty with Expression (3) is

that the response strata definition is post hoc so it is difficult to use this in advance of data

collection.

The alternative stochastic model has become more popular since the late 1970s,

although its origins go back as early as Politz and Simmons (1949) and Hartley (1946). It

assumes that response is a random variable and the probability of response is like the

probability in an additional phase of sampling, but the probability of response for every

unit i in this phase is unknown.

The nonresponse bias of an estimated ratio mean under the stochastic model is

bias ðŷunÞ < f�21sfsyrf;y; ð4Þ
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where f� is the population mean of the response propensities, sf is the standard deviation

of f, sy is the standard deviation of y, rf,y is the correlation between f and y, and fi . 0

for all i (Bethlehem 1988). The estimated respondent mean is unbiased if f and y are

uncorrelated.

The two expressions are appropriate for the Horvitz-Thompson of the unadjusted mean,

but different relationships hold for totals, correlations, and other statistics as well as for

different estimators. Brick and Jones (2008) extend these results to other types of statistics

and some calibrated estimators.

Both models are useful for estimating the potential bias under particular circumstances.

For example, if data are available for all units in the population, then the bias can easily be

computed using (3) or (4) after data collection is complete. Both bias expressions are

equivalent in this case. The two models also lead to similar conclusions about how to

attempt to adjust for biases due to nonresponse. We find the stochastic model to be

generally more helpful when speculating about the potential magnitude of bias prior to

data collection. It expresses bias in terms of a correlation so it is bounded, and correlations

computed from other surveys may be useful guides for speculating about the magnitude of

correlation.

Thus far, we have discussed bias in the simple situation in which no other information is

known about the sampled units. In practice, we often have other data available for either

the sampled units or the entire population. Thus, the expressions given above can be

revised slightly to account for the auxiliary information. For example, the response

propensity can be written more formally as

fi ¼ fðxiÞ ¼ Pr ðRi ¼ 1 X ¼ xij Þ; ð5Þ

where X consists of the set of variables known for the full sample and Ri ¼ 1 if unit i

responds (Rosenbaum and Rubin 1983). The bias expressions for both the deterministic

and stochastic models can also be modified to account for auxiliary data. For example,

suppose auxiliary data are available and used for poststratification. The stochastic

expression for the bias of the poststratified estimator of the mean is

bias ŷps

� �
< N 21

X

h

f�h
21sf h

sYh
rf h;Yh

; ð6Þ

where h denotes the poststratification classes. See Kalton (1983), Brick and Kalton (1996),

and Bethlehem et al. (2011) for such expressions and their implications.

The auxiliary variables are very valuable for adjusting the design weights to account for

nonresponse. Kalton (1983, p. 63) states: “Among the potential variables for use in

forming weighting classes, the ones that are most effective in reducing nonresponse bias

are those that are highly correlated both with the survey variables and the (0,1) response

variable.” Both (3) and (4) explicitly contain the characteristic being estimated, suggesting

that adjustments could be developed by modeling the distribution of the characteristic.

Two types of auxiliary variables can be used: if the auxiliary variables are known for all

sampled units, then the adjustment is called sample-based or Info-S; if they are known for

the entire population, the adjustment is population-based or Info-U (Kalton and Kasprzyk

1986; Lundström and Särndal 1999). The population-based adjustment is especially useful

when characteristics for the entire sample are not available but the population totals are
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known, because these adjustments only require capturing the data from the respondents.

Population-based adjustments may also reduce noncoverage error and sampling error.

Sample-based adjustments need data for the full sample but do not require knowing

control totals for the entire population. Sample-based and population-based adjustments

are equally effective for dealing with nonresponse bias (Särndal and Lundström 2005;

Brick and Jones 2008).

4. Modeling and Missing Data Mechanisms

As noted above, modeling either the response propensity or the outcome variable can be

effective for reducing nonresponse bias. Nevertheless, this section discusses only response

propensity modeling, for two reasons. First, modeling outcomes and using design-based

calibration estimators like the generalized regression estimator can be extremely valuable

for improving the precision of the estimates even when there is full response. Ratio and

regression estimators were originally developed exactly for these reasons. These

estimators are also beneficial at reducing nonresponse bias when the same variables are

correlated to response (e.g., Bethlehem 1988; Fuller et al. 1994). Our perspective is that

powerful auxiliaries for key outcomes should be included in the estimator when they are

available, irrespective of their relationship to response.

Second, in our experience most cross-sectional household surveys produce multiple

characteristics and there are few auxiliary variables that are related to any of these

outcomes. In this situation, response propensity modeling may be the only remaining tool

to reduce nonresponse bias. It has the potential to reduce bias for variables that cannot be

modeled directly because powerful correlates of the variable are not available. Of course,

this approach is not a panacea by any means. Often, bias is reduced by response propensity

weight adjustments, but only partially, as shown by Micklewright et al. (2012).

We also concentrate on nonresponse where the data are missing at random (MAR). In

our notation, the missing data mechanism is MAR (see Rubin1976; Little and Rubin 2002)

when

Pr ðRi ¼ 1 Yi;XiÞ ¼j Pr ðRi ¼ 1 XiÞj ð7Þ

for all sampled units. Roughly speaking, under the MAR assumption the missing data

mechanism may depend on observed data but not on unobserved data. When (7) does not

hold, the missing data mechanism is called not missing at random (NMAR). Although this

dichotomy is useful, in practice it is not possible to assess whether the data mechanism is

MAR or NMAR without obtaining additional data for the nonrespondents.

Two approaches have been proposed for handling nonresponse when researchers

assume the mechanism is NMAR. The first is called the selection model approach; it

postulates a model that relates the missing data to the distribution of the outcome.

Heckman (1979) is probably the best-known example of an explicit selection model.

Greenlees et al. (1982) also use this approach. A second approach is the pattern mixture

model (PMM), where the distribution of Y is conditioned on the missing data and mixed or

averaged over different populations (Little 1993). Andridge and Little (2011) have

recently expanded on the PPM approach using a proxy variable. Nearly all researchers

using NMAR models strongly urge sensitivity analyses to determine whether the estimates
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are robust to the modeling assumptions, since generally there is no other way to assess

these assumptions.

Molenberghs et al. (2008) show that for every NMAR model there is a MAR counterpart

that has an equal fit to the observed data. This means that the NMAR model cannot be

distinguished from its MAR counterpart based on the observed data. Even though they

have equal fits, the models do not necessarily produce the same estimates. In a similar

vein, David et al. (1986) re-examine the NMAR approach of Greenlees et al. (1982) using

a MAR model and find that the MAR model is adequate. Molenberghs et al. (2008) show

an example where the estimates from the NMAR models and their MAR counterparts are

very different. They use a series of MAR counterparts corresponding to NMAR models for

sensitivity analysis. Since MAR models are usually easier to understand and describe, in

the following sections we generally restrict our attention to MAR models. We will return

to this concept later.

5. Response Propensity Weight Adjustment

One approach to weight adjustment is to model the response propensities for the sampled

units individually, and the adjustment factor is the inverse of the estimated propensities of

the respondents. The idea is to replace the unknown probability of response by an estimate.

The propensity-adjusted estimator of the total is

ŷrp ¼
i[sr

X
dif̂

21

i yi ð8Þ

where f̂i is the estimated propensity for unit i where i is a respondent. The f̂i are usually

estimated by logistic regression, but probit and nonparametric methods are also used

(Little 1986; Da Silva and Opsomer 2009; Phipps and Toth 2012).

As mentioned above, Politz and Simmons (1949) pioneered thinking about stochastic

response models when they estimated propensities by collecting data on how often the

respondent would be at home on different days. These data provide a basis for estimating

contact propensities to account for noncontact nonresponse. Related methods such as those

proposed by Bartholomew (1961) and Dunkelburg and Day (1973) have not generally proven

to be effective, especially as contact rates have risen due to increased data collection efforts.

Rather than estimating individual response propensities, the approach most surveys use

is to form groups and adjust the weights in each group by the inverse of the observed group

response rate. Särndal et al. (1992) describe these as response homogeneity groups

(RHGs). Weighting classes is an alternative term that has been used for decades. Important

outcome statistics or domains may also be considered when forming RHGs. If all the units

within an RHG have the same response propensity so that MAR holds, any nonresponse

bias is eliminated (see Da Silva and Opsomer (2004) for extensions). In this case, (8) is a

weighting class estimator and can be written as

ŷwc ¼
g

X

i[srg

X
dgif̂

21

g ygi ð9Þ

where g ¼ 1,2, : : : ,G are the RHGs, i [ srg
is a respondent in RHG g, and f̂g is the

estimated response propensity in g. One issue that often arises with weighting class
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estimators is the need to have large enough respondent counts in each cell to avoid

unstable estimates. For this reason, Little (1986) proposes using cells based on the

estimated propensity scores rather than individually estimated propensities.

A third general approach is to use calibration estimation (Deville and Särndal 1992) for

adjustment. Lundström and Särndal (1999) extend calibration estimators to encompass

estimators to include both sample-based and population-based information for

nonresponse adjustment. The calibration estimator is

ŷca ¼
i[sr

X
d

*

i yi; ð10Þ

where the sum is over the respondents, d
*

i is the adjusted weight that satisfies the

calibration equation
i[sr

P
d

*

i xi ¼ X, xi is a vector of auxiliary variables, and X is a vector of

totals (sample based, population based, or a combination of the two) of those auxiliary

variables. Since the weights are not uniquely defined by these conditions, other constraints

may be imposed, such as d
*

i ¼ divi; where ni is a linear regression estimate (Bethlehem

2002; Särndal and Lundström 2005). A wide variety of nonresponse adjustment estimators

are in this class, including poststratification, raking, and generalized linear regression

estimators. Lumley et al. (2011) give insight into the relationship between calibration

estimators and nonresponse bias for different estimators.

Poststratification is a simple calibration estimator that has a single dimension and has

been used for decades (Holt and Smith 1979). Assume that poststrata are defined by the

number of persons in age categories (Nh) and that Nh is known for the entire population. In

this case, (10) simplifies to ŷps ¼
h

P
Nh

N̂hi[srh

P
diyi; where N̂h ¼

i[srh

P
di and the sum is over the

respondents in poststratum h. The calibration equation forces the estimator for the age

groups to match the known population total for that group.

It is easy to see that the weighting class estimator given by (9) is a sample-based

calibration estimator – the calibration equation in this case forces the adjusted weight to

reproduce the weighted (using di) distribution of the weighting classes from the sample. A

related estimator that only uses x i ¼ 1 for all i [ s is called the primitive estimator by

Särndal (2011b) and is given by

ŷpr ¼
i[s

X
di

0
@

1
A

i[sr

X
di

0
@

1
A

21

i[sr

X
diyi

0
@

1
A: ð11Þ

Estimators of this nature have a substantial effect on the bias of the estimated total but

have no effect on the ratio mean.

Details on specific nonresponse adjustment techniques are covered in several articles

and texts, including Särndal and Lundström (2005), Kalton and Flores-Cervantes (2003),

Chang and Kott (2008), Brick and Montaquila (2009), and Bethlehem et al. (2011).

Generally, the specific form of the adjustment is not highly related to the bias reduction,

except when the form limits the ability to take advantage of all the information in the

auxiliary data. For example, poststratification may be less effective than linear calibration

or raking when many variables are available because poststratification has one dimension.
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In addition, any method that results in large variability in the nonresponse adjustments due

to instability in the estimated adjustments should be avoided since that may increase the

variance of the estimates without further reducing bias.

The basic theory underlying the adjustment methods described above is formalized by

Cassel et al. (1983), who treat response as an additional phase of “sampling” (see also Oh

and Scheuren 1983). According to this theory, the adjusted estimator should have

desirable statistical properties such as unbiasedness and consistency when expectations

are taken over both sampling and response mechanisms, provided that the response

propensities can be adequately estimated. Suppose that RHGs are formed and the

adjustment to the sampling weight is the inverse of the response rate in the RHG, f̂
21

g .

The heuristic interpretation is that each respondent in an RHG g “represents” f̂
21

g 2 1
� �

nonresponding units in the group. Within this framework, the goal is to identify groups

of units with the same probability of responding to the survey at the end of data

collection, so that the MAR assumption is satisfied. The methods employed to create the

RHGs and the choice of variables for creating these groups are an essential feature of

nonresponse weighting.

6. Choosing Auxiliaries and Alternative Metrics

Traditionally, auxiliary variables and weighting classes were developed based on the

availability of variables and the judgment of the statisticians (Madow, Nisselson, and

Olkin Vol. 1, ch. 4, 1983). Predictors of response, key outcome statistics, and domains are

considered in this process. Demographic variables such as age, sex, race, and geography

were, and still are, frequently chosen even though they may not be effective in reducing

bias (Peytcheva and Groves 2009). Many of these are population-based adjustments using

data from a recent census for the controls. When the number of respondents in a cell of the

cross-classification of the variables is below a threshold set for the survey, then cells are

collapsed to avoid large adjustment factors.

When many variables are available, other methods of choosing which variables to

include are needed. Search algorithms and regression models are sometimes used in this

setting (Brick and Kalton 1996). These methods divide the sample into cells that

discriminate between response and nonresponse or variables correlated with key outcome

variables. The main advantage of these methods, especially the search algorithms, is the

ability to identify interactions among the variables that may be important for nonresponse

reduction. Regression models can also be used to examine interactions, although

practitioners often rely on main effect models. Brick and Jones (2008) show the

importance of interactions in some situations.

New methods for choosing auxiliary variables to reduce nonresponse bias in the

estimates have been recently developed. Schouten (2007) and Särndal and his colleagues

(Särndal and Lundström 2005, 2008, 2010; Särndal 2011a) suggest two approaches. These

approaches do not assume that the data are missing at random, but to be effective they do

require powerful predictors of the response mechanism. The methods are also described in

terms of searching for main effects and including or excluding variables. Extensions are

needed to deal with interactions among the variables.
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Schouten et al. (Schouten 2007; Schouten et al. 2009) use indicators for choosing

variables for weighting that are related to R-indicators. Schouten (2007) gives a forward-

backward selection strategy for choosing variables, similar to stepwise regression. He

starts with the variable that minimizes an estimate of maximal bias (which is linked to the

R-indicator) and iteratively adds and removes other variables. The maximal bias is

computed based on a generalized regression estimator.

Särndal and Lundström (2008) approach the choice of auxiliary variables by focusing

on the estimation phase, although they are explicit about the importance of the design and

data collection stages also (see Särndal and Lundström 2010; Särndal 2011a). Särndal and

Lundström (2010) propose survey-specific indicators that account for the sample design,

the set of observed respondents, and the specific calibration estimator. Their indicators

choose auxiliaries based on the distance between the calibrated estimator and the primitive

calibration estimator (ŷca and ŷpr) and may be outcome specific or generic. These authors

describe an “all vectors procedure” that chooses the auxiliaries that are in the list of vectors

that has the highest indicator. They also offer a “stepwise” procedure that builds the vector

one variable at a time.

Särndal and Lundström (2010) compare the two approaches and find that they do not

always include the same set of auxiliary variables in the estimator. They attribute some of

the difference to the different perspectives, especially the fact that Schouten’s (2007)

approach uses population-level measures while theirs are sample-level. When choosing

among many possible auxiliary variables to include or exclude in the estimation phase, the

indicators of Särndal have the advantage of assessing improvements in estimators for the

specific sample.

In some countries, especially in northern Europe, population registers may provide the

types of data needed for using these methods. However, in household surveys in

countries like the United States and Canada, these methods are less pertinent because

there are few powerful auxiliary variables. When the information available for the

sample does not predict response well, researchers have resorted to creating paradata

from the survey itself (Beaumont 2005; Bates et al. 2008). The use of paradata is a

rapidly developing area, but initial findings reveal that this may be a difficult task

(Kreuter et al. 2010).

7. Response Propensity Models in Surveys

Because response propensity scores play such a large role in nonresponse adjustment

methods, we describe the underlying theory and assumptions here. We begin with a few

observations. First, response propensities are unknown, unlike probabilities associated

with an additional phase of sampling. In fact, they are latent variables and cannot be

observed directly – we observe only the binary outcome of response or nonresponse.

Second, we assume that fi . 0 for all i. Deming (1953) explicitly considers units with

zero response propensities. He calls those that never participate “permanent refusers.”

Third, as Brick and Montaquila (2009) note, response propensities are specific to both the

units sampled and the survey conditions. The same units may have different response

propensities depending on key survey conditions. The survey conditions may be

manipulated to increase response rates during data collection.

Brick: Unit Nonresponse and Weighting Adjustments 339



Rosenbaum and Rubin (1983) provide the framework for the application of propensity

scores in observational studies for estimating causal effects. In observational studies,

propensity scores are used to approximate unbiased estimates of the average effect of a

treatment (the difference in outcomes between those subject to a treatment and those not

treated) when the treatment assignment is not randomized. Rosenbaum and Rubin show

that the propensity score is the coarsest balancing score and that, at any value of a

balancing score, the average treatment effect can be estimated without bias when certain

assumptions hold.

Response propensity theory has been used in a wide variety of applications, including

survey nonresponse adjustment. Little (1986) applied propensity score theory to surveys,

primarily utilizing the property that propensity score is the coarsest balancing score. In

surveys, all sampled units are subject to a data collection protocol – as opposed to the

observational setting where units are subject to more than one treatment (one of which

may be the null treatment). In surveys, the response propensities are primarily used to form

groups to satisfy the MAR. In terms of propensity scores, MAR implies that

Pr ðRi ¼ 1 Yi;XiÞ ¼j Pr ðRi ¼ 1 fðXiÞÞ:j ð12Þ

Thus, by conditioning on the groups based on estimated response propensities, we hope to

be able to justify the assumption that missing data are independent of the outcome

characteristic. The response propensity score is just the dimension-reducing function that

facilitates using multiple auxiliary variables in forming groups.

David et al. (1983) outline a structure using the framework of Rosenbaum and Rubin

(1983) and define the treatment as the survey response and the outcome as the

characteristic being estimated. In observational studies, we are interested in differences in

outcomes when subjects self-select into different treatments and outcomes are observed

for those with different treatments. In surveys, we do not observe outcomes for those who

do not respond. Despite this difference, David et al. (1983) use this structure only to take

advantage of theorems of Rosenbaum and Rubin (1983) showing that the propensity score

has the dimension-reducing property.

Two assumptions in Rosenbaum and Rubin’s (1983) development are the strongly

ignorable treatment assignment assumption and the stable unit treatment value

assumption (SUTVA). The strongly ignorable assumption roughly translates into the

MAR assumption in the survey context, and it is considered in most applications of

propensity scores in nonresponse adjustment. In many cross-sectional household surveys,

the lack of powerful predictors means that the strongly ignorable or MAR assumption is

tenuous. Of course, the effectiveness of propensity scores to satisfy the MAR assumption

is bounded by the power of the auxiliary data used to create the score. Researchers

appreciate this limitation and have sought to find better variables or to collect them

using paradata.

The second key assumption in propensity score theory, SUTVA, is rarely discussed in

the nonresponse adjustment literature. In observational studies, SUTVA is sometimes

summarized as a lack of interference between units. One way to translate this into the

survey situation is to state that the response propensities of the sampled units are not

affected by those of other units, at least within the subsets or groups of units used to

estimate the propensities. The typical approach to estimate propensities is to assume that
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the response for a sampled unit is independent of responses for other units. For the

multistage, clustered samples used in many household surveys, this practice seems

problematic. For example, interviewers in face-to-face surveys are typically clustered in

areas to reduce travel costs. There is ample evidence showing that interviewers and

supervisors may influence response (Groves and Couper 1998). Skinner and D’Arrigo

(2011) use multilevel models and find some bias in estimates of response propensities that

ignore clustering. They suggest using conditional maximum likelihood for estimating

propensities rather than the standard logistic modeling. They see the problem as a failure

to satisfy the strong ignorability assumption rather than the SUTVA. Other examples are

clearer failures of SUTVA, such as when sampling more than one adult per household or

multiple teachers from a school. In this case, the sampled units may influence other

sampled units directly.

Finally, an issue we think is likely to have even greater importance is related to the

definition of the propensity in the nonresponse setting. The propensity is often treated as a

fixed attribute of a sampled unit. This conceptualization of response propensities prompted

Dalenius (1983, p. 412) to take a “dim view” on estimating response propensities because

“it appears utterly unrealistic to postulate fixed response probabilities which are

independent of the varying circumstances under which an effort is made to elicit a

response.” In large measure, we agree and believe a more refined definition of response

propensities is needed.

We prefer to express the propensity so that the survey conditions are explicit, such as

fi ¼ fðai;XiÞ ¼ fðai1; ai2; : : : ;XiÞ ¼ Pr ðRi ¼ 1 ai;Xij
�
; ð13Þ

where the effort or activity vector (a) indicates the relevant data collection activities. The

components of the activity vector encompass all forms of data collection, such as the

number of call attempts, the use of incentives, the modes of data collection, and refusal

conversion attempts. Schouten et al. (2011b) and Olsen and Groves (2012) are also explicit

about including fieldwork as well as other variables known for all sampled units when

defining the propensity. The quantity that should be estimated to create a nonresponse

adjustment factor is f 0ðai;XiÞ, where the prime denotes the actual activities at the end of

data collection. Defining the propensities as in (13) does not simplify the task, but at least it

better defines the quantity being estimated.

Olsen and Groves (2012) and Schouten et al. (2011b) both postulate that response

propensities are dynamic, with the response propensity of a sampled unit varying as

the recruitment protocol changes. They show that response propensities are influenced by

the data collection protocol. In our terminology, they demonstrate that the response

propensities are not constant when at least some components of a are altered.

Olsen and Groves (2012) also plot conditional response propensities and show that

these decline over the field period during which a stable data collection protocol is in

place. They argue that this decline implies that the individual’s response propensity

decreases over repeated applications of the same recruitment protocol. While their

explanation is consistent with our perception and with the discussion in Schouten et al.

(2011b), there is an alternative explanation that highlights our concern about the

unobservable nature of response propensities. Assume that the persons in the sample are
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members of two different RHGs, with 70 percent of the sample having fixed response

propensities of 0.4 and 30 percent having propensities of 0.2. The dotted lines in Figure 1

show the constant propensities over the data collection (effort) for each of the RHGs, and

the solid line shows the decreasing propensity of the entire sample. The solid line

approximates the shape observed by Olsen and Groves (2012), suggesting that

combining RHGs with different propensities could produce the effect they observed

even though the conditional response propensities for individuals are constant. Because

the response propensities are unknown even after data collection, it is impossible to

assess whether the propensities are changing or whether we are mixing groups with

different, but constant, response propensities.

8. Response Propensities and Data Collection

The importance of the connection between data collection and nonresponse adjustments

can be illustrated by simple examples. We begin with an example inspired by Olsen and

Groves (2012). A sample is selected and a standard data collection protocol is applied to

all sampled units; some units respond at the end of the first phase of data collection. For the

second phase, a subsample of nonrespondents is selected and given a new protocol (e.g., a

large incentive, more highly trained interviewers, a different mode), which increases

response. We assume that all the units in the sample have identical response propensities,

f (a, X), but that only those in the subsample are given the additional effort.

One approach to estimation (Approach A) is to exclude those units not in the second-

phase subsample; weight the first-phase respondents by the inverse of their selection
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Fig. 1. Observed response propensities for a sample composed of two RHGs
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probabilities, di; and weight the second-phase respondents by di times the inverse of the

product of the subsampling rate and the response rate within the subsample. For example,

if half of the nonrespondents are subsampled and 40 percent of these respond, the weight

for the second-phase respondents would be 5di (5 ¼ .521�.421 is the adjustment factor).

Under the sample-response mechanism, this estimator is unbiased.

In practice, it may be tempting to use an alternative Approach B that computes the

nonresponse adjustment across respondents to both the first phase and the second phase to

reduce the nonresponse adjustment factor and its impact on the variance of the estimates.

In this case, all respondents get the same final weight – di times the inverse of the response

rate, where the response rate is computed over the entire sample rather than the subsample.

Essentially, this estimator ignores the subsampling. The Approach B estimator is biased if

the characteristics of the second-phase respondents differ from those of the first-phase

respondents. The problem is that the Approach B estimator combines two groups that have

different response propensities at the end of data collection. In other words, while all the

sampled units have the same f (a, X), they have different values of f 0 a;X
� �

because the

activity vectors are not identical for the first- and second-phase units. The MAR

assumption holds only when the groups are defined by the data collection activity.

Now consider a slightly revised example with the same structure. Suppose we want to

estimate the proportion with a characteristic ( yi ¼ 1), and assume that the units with yi ¼ 1

have a response rate of 60 percent at the end of the first phase while units with yi ¼ 0 have

a first-phase response rate of 40 percent. This is a classic example of topic salience bias.

We assume that no auxiliary data are available to identify those with and without the

characteristic. A second-phase protocol is implemented by giving all nonrespondents an

incentive, and the conditional response rate for the second phase is 60 percent for those

with yi ¼ 1 and 50 percent for those with yi ¼ 0. The two adjustment methods used above

are applied; Approach A computes the nonresponse adjustment factor over just the second-

phase respondents (there is no subsampling here); Approach B computes it over all

respondents. Figure 2 shows the bias associated with two adjustment approaches. Neither

method eliminates the bias completely because the additional phase does not eliminate the

difference in the response rates between units with yi ¼ 1 and yi ¼ 0. Thus, this is an

example of NMAR. However, Approach A produces estimates that are less biased in this

situation because the difference in rates or response propensities is reduced by the second

phase of data collection. This result is not always obtained, as discussed below.

In both examples, the data collection activities applied to the units affect the response

propensities at the end of data collection. In the first example, the response propensities for

all the units are identical but the adjustment groups must be defined by phase for MAR to

hold. In the second example, the response propensities differ for those with and without the

characteristic, and we must “know” that the incentive applied at the second phase reduces

the differences in response rates for these groups to justify using Approach A. We can

observe that the percentage with yi ¼ 1 is greater in the second phase than the first phase,

but there is no test to show that this reduces bias (an example below has the opposite

effect). Of course, the rationale for the second-phase incentive “should” have been that it

would reduce bias, otherwise it is hard to justify its application to the second-phase data

collection protocol. Unfortunately, in many surveys these factors are not fully considered

in data collection, and the main concern is increasing the overall response rate.
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These hypothetical examples may seem overly simple or unrealistic, so some examples

from real surveys are presented. We begin with two examples with desirable outcomes.

The first is taken from Mohadjer et al. (1997). They show that providing incentives in an

adult literacy survey improved responses more from low education and minority adults,

resulting in reduced bias in key outcomes such as literacy scores by race and education

level. A second example is provided by Groves and Heeringa (2006), who offered

incentives in the second phase of a responsive design. They too show differential

improvements in response rates and reduced nonresponse bias for some statistics.

Examples of changes in data collection protocols that have little or no effect on the

estimates appear to be more numerous. This suggests that these results are surprising

because publishing null results is generally difficult. One of the first of the recent examples

of this genre is Keeter et al. (2000), who substantially increased response rates in a

telephone survey by increasing the level of effort (number of call attempts, length of data

collection period, etc.). Despite the higher response rates, however, almost none of the

estimates from the survey changed significantly. Similar outcomes have been observed

numerous times, for example by Curtin et al. (2005), Haring et al. (2009), and Ingen et al.

(2009). While there are several possible explanations for the lack of an effect on the

estimates, these examples point out gaps in our understanding of the effects of data

collection efforts on biases.

There are also examples of data collection efforts that increase both response rates and

nonresponse bias. Wetzels et al. (2008) document a survey where incentives increased

response rates and had little effect on most estimates. They also report that response rates

of non-Western foreigners did not increase with the use of incentives, possibly increasing

the biases of estimates related to this subgroup. Merkle et al. (1998) describe an

experiment with incentives in an exit poll survey where increased response rates were
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accompanied by increased nonresponse bias. They suggest that the incentives appealed

differentially to voters by party. Schmeets (2010) examines changes in data collection

procedures to increase response rates for the Dutch Parliamentary Election Study. He

concludes that the changes increased the survey response rates but also might have

increased the bias for some of the estimates.

These examples lead us to consider how we can use effort data from the survey to form

RHGs for adjustment purposes. Clearly, the data collection activities do not have to be the

same for all units; rather, the objective is to classify units with the same final response rate

into a RHG irrespective of how they get to this final state.

The traditional approach to forming groups is to use the auxiliary data to identify groups

with different response propensities by logistic regression models. Olsen and Groves

(2012) suggest using discrete hazard models because response propensities vary over the

data collection period. Because the goal is to identify groups of sampled units that have the

same value of f 0ðai;XiÞ at the end of data collection, we believe hazard models might be

valuable only when the sequencing of data collection activities is important to the response

process. The Skinner and D’Arrigo (2011) findings indicate that conditional maximum

likelihood estimation might account for clustering.

A perhaps more important realization is that, for most surveys, regression models may

not be useful in assigning sampled units to RHGs based on data collection effort. For

example, suppose all the units in the sample have the same response propensity for a three-

contact data collection protocol. Some units respond at each contact level and some do not

respond after all three contacts. If we model response based on the number of calls it took

to get a response, we would form RHGs giving different adjustment factors to the

respondents by the number of calls it took to respond. These RHGs would only increase the

variation in the weights and could, in some situations, introduce bias. Contrast this with

the first hypothetical example given above, where bias is reduced by weighting only those

units given additional effort. Why should we not adjust the weights only for the cases that

responded on the third call? The difference is that we assume in the three call example that

the response propensities at the end of the protocol are the same regardless of when the unit

responded. The data themselves do not inform us which assumption is correct. Modeling of

effort will not reveal this. We would argue that if we subsampled nonrespondents at the end

of the first contact, then forming RHGs based on effort would be appropriate in most

surveys. The most troubling fact is that the real examples cited above show that we do not

always know which assumptions are most reasonable. Although forming RHGs with

logistic regression models based on X is valuable, modeling based on data collection

activity may not be as effective without a more complete theory of response.

9. Discussion

As we have mentioned several times, there is a substantial literature that shows the

effectiveness of data collection strategies for enhancing response rates. Such strategies

include changing modes of data collection, providing incentives, and converting reluctant

respondents. When these strategies reduce nonresponse bias, however, is less clear.

Without a better understanding of these effects, it is difficult to design effective data

collection and estimation strategies to combat nonresponse bias for surveys.
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Responsive and adaptive designs have been proposed as a way to reduce nonresponse

bias, but these are predicated on making changes to data collection strategies either during

data collection (Groves and Heeringa 2006) or from analyses of response patterns in

previous collections (Schouten et al. 2011a). Because these designs implement data

collection protocols that may vary at the sample case level, they require a refined

understanding of the effects these data collection protocols have on nonresponse bias.

These types of designs have the potential to increase nonresponse bias if the design, data

collection, and estimation stages are not fully integrated.

For example, suppose increased effort is given to some sampled units identified during

data collection based on paradata collected in the initial contacts. How should this be

handled in forming RHGs? Should units getting extra effort be identified as separate

RHGs, or should we assume that the extra effort for those units equalizes response rates so

that separate groups are not needed? The answer depends on the assumptions made about

the effect of the efforts on nonresponse bias. Surveys that use responsive or adaptive

designs need to explain the rationale for their nonresponse adjustment procedures

sufficiently so that others can assess the assumptions underlying their estimation methods.

The central problem, in our opinion, is that even after decades of research on

nonresponse we remain woefully ignorant of the causes of nonresponse at a profound

level. This may be a harsh critique given all the progress we have made in many areas. We

better understand methods to reduce nonresponse due to noncontact in surveys and have

made substantial strides in this area. We also have a much better understanding of

correlates of nonresponse. Over time, studies have replicated the correlations between

demographic and geographic variables and nonresponse rates (e.g., Groves and Couper

1998; Stoop et al. 2010). These are important developments but have not led to a profound

understanding of the causes of nonresponse.

Stoop (2005) reviews some of the areas of research on noncooperation in surveys, but

her review shows few lessons that can be generalized and used to reduce nonresponse bias.

For example, some research has shown that certain types of people – outgoing and

altruistic people – seem to cooperate in surveys more than others. However, utilizing these

findings to mitigate nonresponse bias remains a challenge. Another example is the practice

of asking people why they refuse to participate in surveys. These requests produce

uninformative responses such as being “too busy,” and the distribution of these responses

has been constant for years (Brick and Williams 2013). Even though we know that

sampled units will never be able to answer our analytic questions about the response

process directly, we continue to ask these questions. To better understand the response

process we need to reformulate our approach, use less direct questions, and ask both

respondents and nonrespondents similar items to support comparative analysis (Singer

and Ye 2013).

Some research approaches do appear to have promise and could lead to improvements

in our practices and our understanding. For example, if we can increase the perceived

value of the survey to the respondent and make the response process simple and enjoyable,

then we could potentially lower nonresponse bias (e.g., Dillman et al. 2009). Additional

research into ways of increasing the value and making the process more enjoyable is

needed. Another promising development is by Groves et al. (2006), who report on an

innovative approach to try to generate nonresponse bias in surveys by manipulating factors
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thought to be related to nonresponse bias. Many practitioners were surprised that their

results showed less bias than might have been expected. The idea of prospectively

manipulating factors in a controlled manner could increase our understanding of the

response mechanism.

One of the difficulties preventing a deeper understanding of nonresponse in surveys is

the complexity of the survey process. Many factors in a survey contribute to complexity

and may affect nonresponse. These factors include the target population, sponsorship,

survey content, interviewer training and experience, mode of data collection, incentives,

length of interview, the available field period, and regulatory limitations. Complex

systems are inherently more difficult to analyze than simple ones.

One of the ways that other sciences have made progress in studying complex systems is

to conduct basic research, often in a laboratory setting, to isolate important main effects.

Survey research seems to lack that type of basic research. The exception is statistical

design and estimation work that is not as constrained as data collection. Nearly all survey

research is empirical, and most of our knowledge comes from experiences in specific

surveys. This makes it harder to generalize the findings.

Cognitive research methods were originally introduced into surveys with some of these

issues in mind. Over time, this movement has largely devolved into a set of tools to

improve questionnaires. Tanur (1999) reviews the origins and evolution of cognitive

research in surveys. Today, there are few, if any, settings or laboratories where survey

methodologists and psychologists can postulate and explore response theories without

being tethered to the needs of a particular survey. The reasons that the cognitive movement

has gone in this direction seem clear in hindsight: The research is situated in survey

organizations, and those organizations need to justify the allocation of scarce resources.

As a result, the application to specific surveys is a higher priority than basic research.

Perhaps the time is ripe for new approaches to the vexing and important question of why

people do and do not respond to surveys. Interdisciplinary and basic research may prove

profitable if the structural issues can be addressed. But substantive progress cannot be

guaranteed by any single approach. Research on making the process more respondent

friendly, experiments to induce nonresponse bias, and comparative analysis of respondents

and nonrespondents using indirect assessments of attributes of response may have merit.

Until we have methods to better understand the relationships between survey requests and

response, we are unlikely to be able to structure survey designs, data collection protocols,

and estimation schemes to minimize nonresponse bias.
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