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Abstract: The knowledge of snowpack dynamics is of critical importance to several real-time applications especially in 
mountain basins, such as agricultural production, water resource management, flood prevention, hydropower generation. 
Since simulations are affected by model biases and forcing data uncertainty, an increasing interest focuses on the assimi-
lation of snow-related observations with the purpose of enhancing predictions on snowpack state. The study aims at in-
vestigating the effectiveness of snow multivariable data assimilation (DA) at an Alpine site. The system consists of a 
snow energy-balance model strengthened by a multivariable DA system. An Ensemble Kalman Filter (EnKF) scheme al-
lows assimilating ground-based and remotely sensed snow observations in order to improve the model simulations. This 
research aims to investigate and discuss: (1) the limitations and constraints in implementing a multivariate EnKF scheme 
in the framework of snow modelling, and (2) its performance in consistently updating the snowpack state. The perfor-
mance of the multivariable DA is shown for the study case of Torgnon station (Aosta Valley, Italy) in the period June 
2012 – December 2013. The results of several experiments are discussed with the aim of analyzing system sensitivity to 
the DA frequency, the ensemble size, and the impact of assimilating different observations. 
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INTRODUCTION 

 
The seasonal presence of snow strongly impacts both the en-

ergy balance and water resource budget, not only locally, but 
also at larger scale. Because of its low thermal conductivity, the 
snowpack produces an insulating effect over the underlying 
soil, whose temperature variability is severely reduced towards 
a stable condition (Zhang, 2005). Moreover, its high albedo 
entails a remarkable reduction of shortwave radiation absorp-
tion, with a resulting lowering of near surface air temperature.  

Snow dynamics strongly impact hydrological processes. 
During the winter season the presence of snow cover reduces 
the effective drainage. Thus, in case of possible rainfall events 
the watershed time of concentration turns out to be lower than 
in snowless condition. Moreover, the release of the significant 
water volume stored in winter period considerably contributes 
to the total discharge during the melting period (Barnett et al., 
2005; Clark and Hay, 2004; Zappa et al., 2003). Melt water 
supplies a significant component of the annual water budget, 
both in terms of soil moisture and runoff, which plays a critical 
role in floods generation in snow-dominated basins. Therefore, 
when modeling hydrological processes in snow-dominated 
catchments the quality of predictions deeply depends on how 
the model succeeds in catching snow dynamics (Wood et al., 
2016). 

A growing effort is aimed at enhancing the physical repre-
sentation of the snowpack in hydrologic models. Despite pro-
gressive improvements, several flaws endure mainly due to 
uncertainty in parameterizations, errors affecting both meteoro-
logical forcing data and initial conditions and approximations in 
boundary conditions (Liston and Sturm, 1998; Pan et al., 2003). 
Moreover, there are several physical factors that make an ex-
haustive reconstruction of snow dynamics complicated: snow 

intermittence in space and time, stratification and slow phe-
nomena like metamorphism processes, uncertainty in snowfall 
evaluation, wind transportation (Winstral and Marks, 2014). 

Many different snowpack models have been developed with 
highly variable degree of complexity, mainly depending on 
their target application, such as hydrological forecasting, ava-
lanche prediction, climate modeling, and the availability of 
computational resources and data. Snow models range from the 
so-called force-restore systems of composite snow-soil layer(s) 
(Douville et al., 1995; Yang et al., 1997) and explicit snow 
layer(s) schemes (Slater et al., 1998; Verseghy, 1991) up to 
detailed internal-snow-process schemes with physical parame-
terizations (Anderson, 1976; Bartelt and Lehning, 2002; Brun et 
al., 1989; Endrizzi et al., 2014; Jordan, 1991; Lehning et al., 
2002; Vionnet et al., 2012). Intermediate-complexity systems 
result from simplified versions of the physical parameterization 
schemes with a reduced snowpack layering (Boone and Etch-
evers, 2001; Dutra et al., 2010, 2012). One of the main issues is 
the trade-off between model complexity and input data re-
quirements. Independent studies comparing snow models with 
different scheme complexity agreed in stating that a simplified 
snowpack structure can provide nearly equivalent performance 
as a much more complex snow-physics model (Avanzi et al., 
2016; Magnusson et al., 2011, 2015). Thus, for many applica-
tions, a simpler snowpack scheme may be an optimal compro-
mise between model performance and computational con-
straints. 

Several intercomparison projects aimed at assessing perfor-
mance of models with different levels of detail and parameteri-
zations with the purpose of analyzing their impact on model 
simulations (Boone et al., 2004; Bowlinget el., 2003; Essery et 
al., 2009; Etchevers et al., 2003; Nijssen et al., 2003; Schlosser 
et al., 2000; Slater et al., 2001). These projects stated that no 
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overall best model could be identified and an increasing model 
complexity does not ensure an improvement of simulations, 
whose quality depends on the application, and topographic, 
meteorological and vegetation features of the modeling domain 
(Rutter et al., 2009).  

Essery et al. (2013) presented a snow multi-scheme model 
combining a range of existing parameterizations of different 
complexity (from empirical to physical ones) for the representa-
tion of each dominant process occurring within the snowpack. 
This approach allows generating a large ensemble of simula-
tions with different model configurations and those employing 
prognostic equations for snow density and albedo generally 
revealed the best performance. 

Fortunately, in addition to model simulations, other inde-
pendent snow-related data sources are available, such as 
ground-based measurements and remotely sensed observations 
(Barrett, 2003), but both are affected by several limitations. 
Ground-based snow measurements only provide point values, 
affected by an instrumental bias and subjected to distortions 
due to wind action, local topographic features and vegetation 
interactions. Remote sensing observations cover extended areas 
but they supply indirect measurements affected by a usually 
coarse spatial resolution (passive microwave sensors) and the 
uncertainty in retrieval algorithms.  

Data Assimilation (DA) is an objective methodology to 
combine these different sources of information to obtain the 
most likely estimate of snowpack state. 

Several DA techniques with different degree of complexity 
have been developed and are currently employed: direct inser-
tion (Liston et al., 1999; Malik et al., 2012; Rodell and Houser, 
2004), optimal interpolation scheme (Brasnett, 1999; Liston 
and Hiemstra, 2008), Cressman scheme (Balsamo et al., 2015; 
Cressman, 1959; Dee et al., 2011; Drusch et al., 2004), nudging 
method (Boni et al., 2010; Stauffer and Seaman, 1990). 

At a higher level of complexity, Kalman filtering is a class 
of sequential DA techniques (Evensen, 2003) that enables to 
evaluate the optimal weighting between modeled and observed 
states knowing model and observations errors. The main feature 
distinguishing this approach from more static ones is the dy-
namic updating of the forecast error covariance during the 
simulation. Several techniques based on the Kalman filter have 
been developed. 

The standard Kalman Filter (KF) (Gelb, 1974), which can be 
implemented only on linear dynamic system, is based on the 
relative contribution of the covariance matrices of the errors of 
both the model predictions and the observations to obtain a 
statistically optimal estimate for the given parameters set and 
assumed uncertainties. This is achieved by applying a standard 
error propagation theory that produces an analysis state ob-
tained by adding a correction to the a priori state. The correc-
tion is computed as the difference between the a priori state 
(produced by the model) and the observation, modulated 
through the Kalman Gain, a matrix that resumes the infor-
mation from both the covariance matrices. 

The Extended Kalman Filter (EKF) (Miller et al., 1994) is a 
linearized statistical approach that can be applied to nonlinear 
dynamic systems. This technique relies on an adjoint and tan-
gent linear model to propagate the error covariance matrix 
forward in time. Thus, this technique is able to provide only a 
near-optimal estimate due to the linear approximation of the 
model through a Taylor series expansion. Sun et al. (2004) 
developed a one-dimensional EKF scheme to assimilate syn-
thetically generated Snow Water Equivalent (SWE) observa-
tions into a Land Surface Model (LSM). Dong et al. (2007) 
used the assimilation system developed by Sun et al. (2004) to 

assimilate SWE data derived from the Scanning Multichannel 
Microwave Radiometer (SMMR) observations into a LSM. The 
EKF-based scheme results to well succeed in updating model 
simulations, even though in presence of strong nonlinearities in 
the system, unstable results are attended (Moradkhani, 2008). 

A further approach is the Ensemble Kalman Filter (EnKF), 
proposed by Evensen (1994, 2003). Unlike the traditional and 
Extended Kalman filters, this method does not need a model 
linearization since the error estimates are evaluated from an 
ensemble of model simulations using the Monte Carlo ap-
proach. Moreover, this method is able to handle any number of 
variables in the update scheme. Andreadis and Lettenmaier 
(2005) applied an EnKF scheme to assimilate the Moderate 
Resolution Imaging Spectroradiometer (MODIS) snow cover 
extent (SCE) and the Advanced Microwave Scanning Radiome-
ter–EOS (AMSR-E) SWE products into a macroscale hydro-
logic model to update SWE model predictions. Clark et al. 
(2006) proposed an alternative framework for assimilating 
synthetic remotely sensed snow cover area (SCA) data to im-
prove streamflow simulations. Slater and Clark (2006) imple-
mented this technique to assimilate SWE observations to update 
the snowpack state of a conceptual model. Su et al. (2008) 
investigated the feasibility of assimilating through the EnKF 
approach the fractional snow cover (FSC) detected by MODIS 
for the optimal retrieval of continental-scale SWE within a 
highly complex LSM. More recently, Magnusson et al. (2014) 
analyzed the impact of an EnKF-based assimilation of both 
ground-based SWE observations and snowfall and snowmelt 
rates on distributed SWE estimates. 

All the studies generally state that the EnKF is a well-
performing technique enabling to consistently update model 
predictions. The assimilation of snow-related observations 
through the EnKF scheme succeeds in improving the analysis 
of snowpack dynamics, especially during the melting period, 
with a resulting enhancement of the accuracy of hydrological 
simulations. Nevertheless, most publications about applications 
of EnKF-based scheme deal with univariate assimilation, name-
ly the assimilation of a single data type (Griessinger et al., 
2016; Huang et al., 2017). Relatively few studies aimed to 
investigate the simultaneous assimilation of observations of 
multiple model state variables. Durand and Margulis (2006) 
assimilated synthetic passive microwave observations at the 
Special Sensor Microwave Imager (SSM/I) and AMSR-E fre-
quencies and broadband albedo observations through an EnKF 
scheme to study the potential of remotely sensed snow observa-
tions in improving SWE simulations. Durand and Margulis 
(2008) assimilated synthetic SWE and snow grain size data 
with different spatial resolutions into a LSM using adaptive 
EnKF. Su et al. (2010) developed a multisensory EnKF-based 
DA system assimilating both Gravity Recovery and Climate 
Experiment (GRACE) terrestrial water storage (TWS) and 
MODIS FSC with respectively the EnK Smoother (Dunne and 
Entekhabi, 2005, 2006) and EnKF into a LSM. De Lannoy et 
al. (2012) studied the impact of the joint assimilation of 
AMSR-E SWE and MODIS FSC products on SWE simulations 
with a multiscale EnKF scheme. More recently, Stigter et al. 
(2017) proposed a well-performing EnKF-based methodology 
to estimate SWE and snowmelt runoff in a Himalayan catch-
ment. They implemented an EnKF scheme to calibrate ruling 
parameters of a snow model by jointly assimilating both re-
motely sensed snow cover observations and ground-based 
measures of snow depth. Current research results agree on the 
superior impact of the multivariate assimilation on model simu-
lations with respect to the univariate one (Charrois et al., 2016). 
However, even though in atmospheric sciences the multivariate 
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DA is well established, most publications in the framework of 
terrestrial systems present synthetic case studies (Montzka et 
al., 2012). 

In light of the promising potential of multivariate DA 
schemes and the lack of their application using real-world data 
or several types of data, this paper intends to investigate the 
feasibility of a multivariable EnKF-based scheme for snow 
modeling. The main goal is the development of a operationally 
effective system enabling to assimilate both ground-based 
measurements and remotely sensed data of several snow-related 
variables (surface temperature, snow depth and albedo). Since 
multivariate DA systems are usually very CPU-intensive, the 
research aims to define and analyze technical solutions and 
approaches allowing to reduce the required computational load 
by still guaranteeing successful performance. To this end, sev-
eral sensitivity experiments were carried out in order to better 
understand system robustness and reliability. 

The paper is organized as follows. Firstly, the snow dynamic 
model and the DA algorithm are described. After presenting the 
ground-based and remote sensed data used in the assimilation 
experiments, the experimental design is explained, whose re-
sults are then shown and widely discussed.  

 
SMASH – SNOW MULTIDATA ASSIMILATION 
SYSTEM FOR HYDROLOGY 
 

This research aimed to develop a snow modeling system 
suited to real-time applications and able to combine model 
predictions, ground-based data and satellite observations.  

SMASH (Snow Multidata Assimilation System for Hydrol-
ogy) consists of a multi-layer snowpack dynamics model that 
reproduces some of the main physical processes occurring 
within the snowpack (accumulation, density dynamics, melting, 
sublimation, radiative balance, heat and mass exchanges), and a 
multivariable DA algorithm. 

 
Snow hydrological model 

 
From a hydrological point of view, the most relevant 

quantities to be predicted are the SWE and the snowmelt. The  

 

evolution of snow microstructure, snowpack stratification, and 
snow metamorphism are ruling processes for the avalanches 
forecasting (Bartelt and Lehning, 2002; Vionnet et al., 2012) 
but they are of less interest in most hydrological applications, 
and thus they are here neglected. Since the aim is to develop a 
snow model suitable to be coupled with a multivariable DA 
algorithm, the degree of model complexity is limited in order to 
facilitate the assimilation procedure while maintaining a 
fundamental physical consistency (Magnusson et al., 2014; 
Slater and Clark, 2006). This purpose leads to some model 
simplifications of both snowpack scheme and physics (liquid 
water storage and refreezing process are not included). The 
introduction of a finer layering scheme with respect to the 
simple discretization described below would add a further 
challenge in the assimilation of observed data through DA 
techniques involving state-averaging operations. The 
implementation of an EnKF scheme would be much more 
demanding since a higher number of layers (i.e. increased state 
size) entails larger computational requirements. 

The multilayer scheme consists of a 2-layers discretization 
for snowpack and 2-layers for soil (Figure 1). The scheme has a 
seasonally variable number of layers ranging from a minimum 
of two, in snow free condition, up to a maximum of four layers, 
in presence of snow cover. This dynamic layering scheme is 
adopted with the aim to solve the model energy balance in both 
snowy and snowless conditions without having to rely on a 
‘model switching’ algorithm. Both snow and soil upper layers 
are much thinner than the underlying ones so that the top layer 
temperature can be considered as an acceptable approximation 
of the skin temperature, whose measures can be more efficient-
ly assimilated. The model is driven by meteorological data (air 
temperature, wind velocity, relative air humidity, precipitation 
and incident shortwave solar radiation) to provide a complete 
estimate of snowpack state in an explicit surface energy balance 
framework. Model state consists of snow surface temperature 
(Ts [°C]), snow temperature at the interface between the two 
snow layers (Tm [°C]), surface soil temperature (T0 [°C]), deep 
soil temperature (Td [°C]), SWE and snow density of top (Ws 
[mm]; ρs [kg/m3]) and bottom (Wm [mm]; ρm [kg/m3]) snow 
layers, surface albedo (α [–]). 

 

 
 

Fig. 1. SMASH scheme - Energy and mass fluxes between adjoining layers and atmosphere are shown. 
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Fig. 2. SMASH scheme - Control volumes and model layers. 
 
The thicknesses of soil layers are fixed through reference 

depths at 30 cm and 2 m (zd and zy). Snow layers vary their 
thickness (hs and hm) according to the snow dynamics (i.e. 
snowfalls, sublimation, density changes, and snow melting) 
without any constraining limit. Deep soil temperature (Ty) is the 
model boundary condition. Temperatures (Ts, Tm, T0, Td) are 
defined as average temperatures of the control volumes shown 
in Figure 2. The top and bottom boundaries of each volume are 
set in the middle of the thickness of the two corresponding 
consecutive layers. 

The model solves both energy and mass balance with an in-
tegration time step of 15 minutes. 
 
Mass balance 

 
Snow mass balance equations evaluate SWE of each snow 

layer (Ws and Wm) accounting for snowfalls (Sf), sublimation 
process (subl), melting rates from both the two snow layers (Ms 

and Mm) and mass transfer between them (D). Since neither the 
liquid storage nor the refreezing process is included within the 
snowpack model, meltwater is assumed to be drained directly 
as surface runoff (no infiltration into the soil). 

 

( ) ( )1  s s sW t W t Sf M subl D= − + − − −  (1) 
 

( ) ( )1m m mW t W t D M subl= − + − −  (2) 
 

1
sD W dt

X
=  (3) 

 

The mass transfer (D) from the snow surface layer down-
ward is empirically parameterized as a function of the SWE and 
a temporal scale of the process (X). This parameter was proper-
ly defined through several tests at different measurements sites 
in order to obtain a constant value allowing to maintain a thin 
snow surface layer. From a physical point of view, this parame-
terization can be supposed to contribute to the gravitational 
snowpack settling thanks to a consistent update of the snow 
density of both the snow layers.  

Given the observed total precipitation, the snowfall rate (Sf) 
is evaluated as a function of air temperature (Ta) and relative 
humidity (U), as proposed in Froidurot et al. (2014). 
 
Density 

 
Snow density is updated considering both the snow compac-

tion and the destructive thermal metamorphism according to the 
parameterization proposed by Anderson (1976). The snow 
compaction is evaluated as the ratio between the weight of the 
overlying snow (σsi) and a viscosity coefficient (ηsi) standing for 

the snow resistance to a certain pressure and evaluated as an 
exponential function of snow temperature and density (Kojima, 
1967; Mellor, 1964). The thermal metamorphism is estimated 
as a function of snow temperature (Tsi) and density (ρsi). The 
influence of settling is higher in new snow layers (50–150  
[kg/m3]) up to a density value of 250 [kg/m3]. 

 

( ) ( )1
,          

, 
si si

i si si
si si si si

d
T

dt T

ρ σ ξ ρ
ρ η ρ

= +   (4) 

 

In case of snowfall, snow density of the upper layer is evalu-
ated as a weighted average between its current value and fresh 
snow density. The fresh snow density is evaluated according to 
the air temperature (Hedstrom and Pomeroy, 1998). 

 
Energy balance an d heat flow 

 
The model evaluates the net heat fluxes in each layer and the 

conductive heat fluxes between adjoining layers according to 

Fourier law. The surface heat flux ( G


) is estimated as the 
resulting balance among shortwave and longwave radiations 

( ), , , Sw net Lw netR R
 

, sensible ( )H


 and latent ( )LS


 heat fluxes, 

and the advection heat flux ( )mixQ


 due to liquid precipitation: 
 

, ,Sw net Lw net mixG R R H LS Q= + + + +
   

     (5) 
 

Both the incoming (positive) and outgoing (negative) 
longwave radiation components are estimated through the 
Stephan-Boltzmann law, as a function of the surface tempera-
ture (i.e. the temperature of snow/soil depending on the pres-
ence/absence of snow cover) and the air temperature, respec-
tively. While the surface emissivities are considered as constant 
values, the air emissivity varies over time according to both 
wind speed and air temperature. 

The heat flux from liquid precipitation across the snowpack 
surface is a function of rain emissivity (εp), the surface specific 
heat (Cs), the amount of rain (Pl) and the temperature gradient: 

 

( )p s l a sup
mix

C P T T
Q

dt

ε −
=         (6) 

 
The net shortwave radiation (RSw,net) is evaluated as a frac-

tion of the incident solar radiation (RSw,inc), as a function of the 
surface albedo ( )α : 

 

( ), , 1Sw net Sw incR Rα= − ⋅         (7) 
 

In snow cover condition, the albedo is evaluated through a 
physical parameterization (Wiscombe and Warren, 1980): 

 

( ) 0.2· 1d dα α α= + −  (8) 
 

( ) 01 0.2 ·d AGEFα α= −  (9) 

 
where αd is the diffuse albedo and α0 = 0.95. Since snow albedo 
decreases with time due to the growth of snow grain size and 
accumulation of dirt, a reduction factor is parameterized ac-
cording to the snow age (τsnow): 

  

1
snow

AGE
snow

F
τ

τ
=

−
 (10) 
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In case of snowfall, the snow age is reduced, hence the sur-
face albedo. 

The penetration of shortwave radiation into the snowpack is 
estimated after Anderson (1976). According to this formulation 
the solar radiation decays exponentially as a function of snow 
depth. 

 

( ), expSw netSwR R zν↓ = ⋅ − ⋅  (11) 
 

where: 
• SwR ↓  is the fraction of solar radiation penetrated 

withinthe snowpack; 
• ,Sw netR  is the net shortwave radiation on the 

snowpack surface;  
• νis the extinction coefficient [cm–1]; 
• z is the penetration depth [cm]; 
Sensible and latent heat fluxes are evaluated following the 

bulk formulation: 
 

( )p a H sup aH c C V T Tρ= −               Sensible heat flux (12) 

 

( )H a H sup aLS L C V q qρ= −  Latent heat flux  (13) 

 

Heat exchanges are proportional to the temperature (for H) 
and mixing ratio (for LS) gradients between the surface (Tsup 
and qsup) and atmosphere (Ta and qa). Turbulent fluxes are also 
function of air specific heat (cp), latent heat (LH) of sublimation 
(of vaporization when no snow cover is present), air density 
(ρa), wind velocity (V) and the turbulent transfer coefficient 
(CH). The turbulent transfer coefficient CH depends on the neu-
tral conditions coefficient CHN, evaluated as a function of the 
surface roughness, and the atmospheric stability (ψstab): 

 

H HN stabC C ψ=   (14) 
 

The atmospheric stability is evaluated as a function of the 
Richardson Bulk number, which depends on potential tempera-
tures of both air and interface surface between soil/snow and 
atmosphere and wind velocity, following the empirical scheme 
of Caparrini et al. (2004). 

Temperature variation in time (∆Ti) and snow melting rate 
(Mi) of each layer is evaluated as a function of the net heat flux 
(QTi): at its surface, resulting from the balance of conductive 
fluxes among layers and the contribution of the penetration of 
solar radiation: 

 

 Ti
i

i i i

Q
T dt

h Cρ
Δ =     If  iT >  meltT  → _Ti melt

i
m

Q
M dt

L
=  (15a, b) 

 

where Ci is the specific heat of the layer. When the resulting 
temperature of the layer (Ti) exceeds the melting temperature 
(Tmelt = 0°C), melting occurs in the corresponding control vol-
ume (Mi) according to the equation [15b], where Lm is the melt-
ing latent heat. 
 
Model calibration 

 
The snowpack model was calibrated over four winter sea-

sons (2012/13 – 2013/14 – 2014/15 – 2015/16) through a split-
sample test. A sensitivity analysis allowed to properly select the 
parameters exerting the most influence on model simulations. 
This preliminary study was manually carried out by making the 
parameters vary within proper ranges and analyzing the impact 

of their variation on the resulting model predictions. Two mod-
el parameters were selected: snow roughness and snow viscosi-
ty. Parameters ranges were estimated in order to both avoid 
model numerical instabilities and to comply with possible phys-
ical constraints (see Table 1). Random combinations of parame-
ters were tested by analyzing the resulting Kling-Gupta effi-
ciency (KGE) indices (Gupta et al., 2009) considering the ob-
servations of surface temperature, snow depth, and albedo 
supplied by the Torgnon station and the monthly manual 
measures of snow density. Starting from the best parameters 
combinations, local KGE optima were found over the calibra-
tion period (winter seasons 2012/13–2013/14) through a  
constrained nonlinear optimization algorithm (Interior-point 
Algorithm) (Wächter and Biegler, 2006) in order to define the 
best parameters set. Finally, the calibrated parameters were 
tested throughout the validation period (snow seasons 2014/15 
– 2015/16). Table 2 shows the resulting KGE values over both 
calibration and validation periods. 
 
Table 1. Parameters calibration. 

 
 Parameter Range Calibrated value 
1. Snow roughness [mm]  [0.001–0.05]   0.0226 
2. Snow viscosity [kg/ms]  [106–108]  108 

 
Table 2. Kling-Gupta efficiency coefficients over both calibration 
and validation periods. 
 

 Kling-Gupta efficiency 
 Calibration period Validation period 
Snow depth [m] 0.74 0.69 
Snow temperature [°C] 0.58 0.54 
SWE [mm] 0.12 0.51 

 
Data assimilation algorithm: constrained Ensemble Kalman 
filter 

 
An Ensemble Kalman Filter scheme is implemented to as-

similate observations of surface temperature, snow depth, and 
albedo. This technique requires the definition of an ensemble of 
model states, which are all simultaneously integrated forward in 
time independently of each other. Whenever an observation is 
available, the states of the ensemble members are updated 
through an optimal weighting between simulated and observed 
values. The weights are defined by the Kalman Gain (K), based 
on the covariance errors matrices of both model and observa-
tions. Model error covariances are dynamically updated at 
every assimilation time step (Evensen, 1994, 2003). The model 
state correction formula, i.e. the state analysis, is defined as: 

 

( ) · ·analysis background backgroundx x K obs H x= + −  (16) 

 

where xanalysis is the updated model state, xbackground is the prior 
one, i.e. the model predictions, and obs are the observations. 
The Kalman Gain is a linear combination of the covariance 
errors matrices of both model (Cmod) and observations (Cobs) and 
a measurement operator (H), which enables the transition from 
the model space to the observations one (Evensen, 1994). 

 

( ) 1T T
mod mod obsK C H HC H C

−
= +   (17) 

 

According to the main assumptions of the EnKF formulation 
(Evensen, 1994), model errors covariance matrix (Cmod) is the 
covariance matrix of the differences between each ensemble 
state (Ensi) and the resulting average ensemble state (Ensmean): 
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( )mod i meanC Cov Ens Ens= −   (18) 
 

The correlations among state variables of a highly non-linear 
model may be difficult to assess through simple ensemble sta-
tistics, with possible miscorrection of the model background 
errors, especially for those state variables which are not directly 
observed. In order to overcome some of these limitations and 
obtain an overall consistent update of the snowpack state, the 
model error covariance matrix is reduced to a two-blocks struc-
ture. The two blocks handle the covariances among energy- and 
mass-related variables independently. The implementation of 
this solution allows updating both energy and mass balances by 
limiting physically incoherent corrections. Furthermore, with 
the aim of avoiding possible model instabilities, any incon-
sistent value generated through the ensemble updating is re-
moved by limiting each state variable into proper variables 
physical ranges. According to this approach, any outlier value 
is set equal to upper or lower limit value of the corresponding 
physical range of the state variable. 

 
Ensemble Gaussian perturbations 

 
Because this study mainly focuses on assessing the perfor-

mance of a multivariable DA scheme, perturbations are restrict-
ed to the ensemble of model states. Indeed, observations are 
here assumed to be significantly more reliable than model pre-
dictions. The observations error covariance matrix is estimated 
according to the instruments uncertainties (Table 3). Since the 
measurements of each observed variable are here considered 
independent of each other, the resulting error covariance matrix 
is diagonal. Of course, point measurements have high uncer-
tainties due to their limited representativeness of the spatialized 
snow processes (e.g. wind-driven snow redistribution) (Stigter 
et al., 2017). However, since this is a point application of the 
DA scheme, the observational error covariance matrix is sup-
posed to be satisfactorily representative even though any other 
source of uncertainty is included. The uncertainty of forcing 
meteorological data is not taken into account. 

 
Table 3. Uncertainties of the assimilated measures. 
 

Observed variable Measures uncertainty 
Surface temperature [°C] ±0.5 
Snow depth [cm] ±1 
Albedo [%] 5 

 
State variables are perturbed at each model time step through 

an additive Gaussian noise. The perturbations are generated by 
performing, for each state variable, a Gaussian sampling from a 
normal multivariate distribution with an assigned covariance 
matrix (De Lannoy et al., 2012). This latter prevents the intro-
duction of possible inconsistencies among the variables of each 
model state due to its perturbation. The covariance matrix is 
evaluated as the error covariance matrix between simulated and 
observed time series of the state variables, when available. The 
sampling is carried out by choosing equidistant cumulated 
probability values, in order to guarantee null mean-valued 
perturbations and the Gaussianity even if sample size is limited. 
As well as the model ensemble update, also its perturbation can 
cause physically inconsistent values. 

In this occurrence the aforementioned approach is not rele-
vant, since the truncation of the perturbed ensemble would 
compromise the null mean-valued perturbations. In order to 
avoid the insertion of possible distortions, the model physical 
consistency is guaranteed by rescaling the perturbed ensemble.  

 
 

Fig. 3. Ensemble limitation after the perturbation. 

 
This contraction allows maintaining the ensemble average 

and perturbations Gaussianity even after the ensemble limita-
tion (Figure 3). These two approaches to limiting the perturbed 
ensemble within physical ranges are compared in the following. 

In spite of the perturbation of the model states, the con-
straints necessarily decrease the variance of ensemble state 
variables, whose reduction can lead to weight more the model 
and weakly assimilate the observations. Thus, at each assimila-
tion time step the model error variances are rescaled propor-
tionally to the variance reduction with respect to the empirical 
variance of each state variable: 

  

( )· x mod mod rescaled rescaledCov Corr σ σ=   (19) 
 

where: 
• modCorr  is the model error correlation matrix; 

• rescaledσ  is the vector of the rescaled standard 

deviations of state variables. 
 
Model physical consistency: modulating function 

 
The model was designed to simulate the energy balance in 

both snowy and snowless conditions. Thus, in order to guaran-
tee the model consistency both in case of presence and absence 
of snowpack, two different sets of physical limits are required 
to constrain each state variable into proper seasonal ranges. 
These ranges are statistically defined through the analysis of 
observed time series of the state variables (see Table 4). More-
over, the lower and upper physical limits have to be time vari-
ant, in order to well characterize the transition periods (early 
winter, melting season). 
 
Table 4. Physical ranges to limit the state variables after their 
perturbation. 

 

Variable 
Lower limit Upper limit 

Snowy Snowless Snowy Snowless 
Ts [°C] –30 – 0 – 
Tm [°C] –30 – 0 – 
T0 [°C] –10 0 0 40 
Td [°C] –2 0 5 20 
Ws [mm] 0 – – – 
Wm [mm] 0 – – – 
ρs [kg/m3] 80 – 550 – 
ρm [kg/m3] 80 – 550 – 
α [–] 0.2 1 

 
Since the intermittent presence of snow cover also entails a 

seasonal variability of state variables correlations, also the error 
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covariance matrix employed to generate perturbations must be 
time variant. Indeed, in case of bare soil, snow-related variables 
are not included in the model state, and some variables are 
weakly correlated (e.g. deep soil temperature and albedo). In 
order to generate proper perturbations in snow and no-snow 
conditions, two different error covariance matrixes are used.  

With the purpose of preventing model instabilities a modula-
tion was introduced in order to relax the switch from snow 
cover to bare soil conditions, by properly setting upper and 
lower physical limits of the state variables and the error covari-
ance matrix for the generation of ensemble perturbations. 

The modulating function (β) allows discriminating the pres-
ence or absence of snow according to both air temperature 
(observed) and snow mass (modeled). This approach enables to 
manage the transition periods: snow cover and high air temper-
ature (melting process) and bare soil and low air temperature 
(early winter). The β-function is defined according to the fol-
lowing formulas: 

  

( )atan  a
Ta

T
β γ

 
= − π 

  (20) 

 

( )
( ) 1/

1

1 ·

W Ws m

Ta Ta e

ξμ
ξ

σβ β β

−  + −
− +      = + −  (21) 

 

The functional form and the parameters were chosen to cen-
ter the function on an air temperature value that could discrimi-
nate snow and no-snow conditions, assumed equal to 0°C, and 
asymptotically reach the desired limit values (1 for winter and 0 
for summer). 

Figure 4 shows the modulating function, which assumes 
values near to 0 when air temperature is high and there is no 
snow cover (mainly during summer season), and near to 1 in 
case of snow cover and cold temperatures (winter period). In 
these two limit cases, respectively summer and winter, physical 
ranges are assumed for all the state variables. The function 
assumes value near to 1 also when no snowpack is present but 
temperatures are very low (autumn, early winter). During tran-
sition periods β-function allows defining intermediate model 
run settings according to the combination of snow and air tem-
perature information. 

 

( )( ) ( ), , ,· 1 ·
snowless snowyi SUP i SUP i SUPLim Lim Limβ β= − +  (22) 

 

( )( ) ( ), , ,· 1 ·
snowless snowyi INF i INF i INFLim Lim Limβ β= − +  (23) 

  

( )( ) ( ), , · 1 ·pert pert snowless pert snowyCOV COV COVβ β= − +  (24) 

 

where Limi,SUP and Limi,INF  are the modulated upper and lower 
physical limits of each state variable and COVpert is the modu-
lated error covariance matrix used to generate the ensemble 
perturbations. 
 
CASE STUDY 
Validation site and ground-based measurements 

 
SMASH 1D-version was tested throughout the period June 

2012–December 2013 at the Torgnon measurement site (Tel-
linod, Aosta Valley, 45.84°N, 7.58°E). The site is a subalpine 
grassland located in northwestern Italian Alps, at an elevation 
of 2160 m a.s.l. The area is characterized by a typical subalpine 
climate, with an average annual temperature of around 3°C and 
an average annual precipitation of 880 mm. Further details on 
the study site can be found in Galvagno et al. (2013) and Filip-
pa et al. (2015). 

Since 2008, an automatic weather station provides 30-min 
averaged records of different meteorological parameters, in-
cluding air and surface temperatures (HMP45, Vaisala, SI-111 
and therm107, Campbell Scientific), short- and longwave radia-
tions and surface albedo (CNR4, Kipp & Zonen), precipitation 
(OTT Pluvio2, Weighing Rain Gauge), soil water content (CS-
616, Campbell Scientific), snow depth (SR50A-L, Campbell 
Scientific) and wind speed (WINDSONIC1-L, Campbell Scien-
tific). Monthly manual measures of snow density (snow pits) 
are available during the winter season. 
 
Remotely sensed observations 

 
With the aim of evaluating the impact of the assimilation of 

remote sensed observations, the assimilation of Land Surface 
Temperature (LST) supplied by the Meteosat Second Genera-
tion (MSG) mission was introduced instead of the surface tem-
perature locally measured by ground-based sensor. LST is the 
radiative skin temperature over land, whose retrieval is based 
on clear-sky measurements from the Spinning Enhanced Visi-
ble and InfraRed Imager (SEVIRI) aboard the geostationary 
MSG satellite (Jimenez-Munoz and Sobrino, 2008). Since this is 
a multi-spectral sensor, imaging across the visible and near-IR, 
 

 
 

Fig. 4. Beta modulating function. 
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Fig. 5. Time series of ground-based and remotely sensed observa-
tions of surface temperature. 
 
LST data are not available in cloudy condition. Despite the 
coarse spatial resolution of 5–6 km at the latitude of the study 
area, the temporal resolution of 15 minutes guaranteed by 
SEVIRI sensor can allow a significant reduction of the cloud 
cover affecting the remote sensed observations. Moreover the 
15 minutes sampling makes this satellite product well suited to 
being employed in the DA procedure. Compared to the ground-
based measurements of surface temperature at the Torgnon site, 
remote sensed LST is affected by a bias of about +5°C (see 
Figure 5), even though the two time series are well correlated 
(correlation coefficient equal to 0.85). A large fraction of the 
difference between the MSG LST and the ground-based one 
may be due to the kilometer-size footprint of the satellite prod-
uct on a steep region where the spatial gradient of LST is of the 
order of degrees per kilometer. 
 
EXPERIMENTS 
Control experiments 

 
DA impact on the accuracy of model simulations was evalu-

ated by using an ensemble of 20 model states. Every 3 hours 
the in-situ data of the following variables were assimilated: 
surface temperature, snow depth and albedo. In the first control 
experiment the assimilated surface temperature observations 
were provided by the ground station (Exp_c1), while in the 
second one were supplied by MSG satellite (Exp_c2). With the 
aim of assessing the relative performance of DA, an open-loop 
simulation (no DA) is considered as control run. 
 
Sensitivity experiments 

 
With the purpose of analyzing SMASH performance and its 

sensitivity to different data assimilation settings, several exper-
iments were carried out. Sensitivity to DA frequency was tested 
by assimilating the available observations every 3, 6, 12, 24 
hours (Exp_s1). Sensitivity to ensemble size was evaluated by 
varying the number of ensemble members from 6 to 100 
(Exp_s2). Moreover, the impact of the assimilation of different 
observed variables was investigated by assimilating different 
combinations of them (Exp_s3): 

a. Only surface temperature (Tsur); 
b. Only snow depth (Hs); 
c. Only albedo (Alb); 
d. Surface temperature and snow depth (Tsur + Hs); 
e. Surface temperature and albedo (Tsur + Alb); 
f. Snow depth and albedo (Hs+Alb). 

Since the aim is to assess the performance of the snow-
related multivariable DA scheme, the experiments results are 
shown in terms of snowpack surface temperature, snow depth 
and SWE during the winter season to evaluate its efficiency in 
jointly updating several observed variables. Results are restrict-
ed to the winter period since in snowless conditions the DA 
scheme is limited to assimilation of only surface temperature. 

Each experiment was quantitatively analyzed through the 
following statistical metrics, by considering the total amount of 
measurements, available every 30 minutes. Indirect SWE ob-
servations were retrieved from the monthly measures of snow 
density and the corresponding snow depth ones. 

  

( ), 

·obs exp

cov Obs Exp
R

σ σ
=   Correlation coefficient (R)  (25) 

 

( )2

1

1 N

k k
k

RMSE Obs Exp
N =

= −   

Root Mean Square Error (RMSE)  (26) 
 

1 ·100 Exp
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 
= − 
 

 

Normalized Error Reduction (NER, Chen et al., 2011) (27) 
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=
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 − 




   

Assimilation efficiency (Eff, Brocca et al., 2012) (28) 
 

RESULTS 
Control experiments 
Exp_c1 

 
Figure 6, Figure 7 and Figure 8 show the results of the 

Exp_c1. The open loop simulation (model run without assimila-
tion) generally reveals an underestimation of the diurnal surface 
temperature peaks and a significant overestimation of the noc-
turnal ones. Indeed, even though the simulation gets the daily 
thermal cycle, it fails in reproducing the size of the temperature 
range. The model well represents the seasonal snowpack dy-
namics also in the open loop simulation, which results to be not 
affected by any significant bias. An overestimated snow com-
paction results in a underestimation trend during the accumu-
lation period. Even though only a few SWE observations are 
available (monthly indirect measures), the model reveals a 
general underestimation of the snow mass. The multivariable 
DA scheme succeeds in forcing the average of the model states 
ensemble towards the observed values both in terms of surface 
temperature and snow depth. When considering the DA impact 
on SWE simulation, it is important to consider that no direct 
measurement of this variable is assimilated. However, through 
the multivariable DA the filter well succeeds in consistently 
updating the prediction of SWE dynamics with a resulting 
reduction of the underestimation during the accumulation peri-
od and a faster snow melting. Table 5 shows the improvement 
of snow depth simulations with a RMSE decrease of about 8 
cm and an approximately unit correlation. Surface temperature 
is enhanced with a RMSE reduction of around 1°C and a resulting 
higher positive correlation. Despite of a poor sample, the statisti-
cal indices show that the assimilation of snow data allows a drop 
of the SWE RMSE of about 10 mm with a slight worsening of 
the correlation, which still maintains a high positive value. 
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Fig. 6. Exp_c1 - Snow temperature time series 02nd - 03rd Novem-
ber 2012. 

 

 

 
 

Fig. 7. Exp_c1 - Snow depth time series throughout the analysis 
period (top panel); Zoom from 22nd- 24th December 2012 (bottom 
panel). 
 

 
 

Fig. 8. Exp_c1 – SWE time series throughout the analysis period. 
 
 

 

 

 
 
Fig. 9. Exp_s1 – Variable assimilation frequency for: a) snow 
depth, b) snow temperature, c) SWE. 
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Fig. 10. Exp_s2 – Variable ensemble size for: a) snow depth,  
b) snow temperature, c) SWE. 
 
Exp_c2 

 
Table 5 shows the results of the joint assimilation of ground 

and satellite-based observations (Exp_c2). Since the remote 
sensed LST revealed an important bias, it is assimilated with a 
properly higher uncertainty with respect to the ground-based 
measurements. As expected, the overestimation affecting the 
satellite observations weakens the temperature simulation with 
a RMSE increase of about 0.5°C and poorer correlation with 
respect the open loop one. Nevertheless, the model performanc-
es are improved in terms of snow depth, whose RMSE decreas-
es to less than 1 cm with an approximately unit correlation. 
Likewise, the multivariable DA well succeeds in improving the 
SWE simulations despite of the larger bias affecting the tem-
perature observations. 
 
Sensitivity experiments 
Exp_s1 

 
The system sensitivity to the assimilation frequency is 

shown in Figure 9. Statistical metrics reveal a foreseen worsen-
ing of filter performance in updating the directly assimilated 
variables (surface temperature and snow depth) as the assimila-
tion frequency decreases. For these variables the 3-hours assim-
ilation generally guarantees the best improvement. As expected, 
snow depth simulation (Figure 9a) is less sensitive to the assim-
ilation time step than the temperature one (Figure 9b), mainly  
 

Table 5. Exp_c1 and Exp_c2 – Statistical indices. 
 
 

   Control experiments 
 Open loop Exp_c1 Exp_c2 
Scores Corr RMSE Corr RMSE NER Eff Corr RMSE NER Eff 
Snow depth [m] 0.97 0.09 0.99 0.01 88.52 98.68 0.99 0.01 89.23 98.84 
Snow temperature [°C] 0.80 4.58 0.87 3.85 16.07 29.56 0.75 5.01 –9.33 –19.54 
SWE [mm] 0.90 73.46 0.86 62.46 14.98 27.71 0.86 60.27 17.97 32.71 
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thanks to the slower dynamics of snow depth changes with 
respect to the thermal ones. Temperature simulation considera-
bly worsens due to the reduction of assimilation frequency, 
with statistical indices almost equivalent to the open loop ones 
with a 24-hours assimilation. Conversely, a reduction of the 
assimilation frequency results in a slight increasing improve-
ment of SWE simulations (Figure 9c). The resulting scores 
suggest that the useful assimilation frequency for this system 
lies between 3 and 12 hours. 

 
 

Fig. 11. Comparison between rescaling and truncation of the per-
turbed ensemble. Variable ensemble size for: a) snow depth,  
b) snow temperature, c) SWE. 
 
Exp_s2 

 
The ensemble size is a critical parameter. Indeed, if the 

amount of model states is too limited, the evaluation of the 
model error covariance matrix could be not properly accurate. 
The uncertainty of this estimation decreases in a rate propor-

tional to 1/ N  with N model states (Evensen, 1994). On the 
other hand, if the ensemble is oversized, an excessive computa-
tional load could be required. 

SMASH is not markedly sensitive to the ensemble size, es-
pecially in terms of correlation and RMSE. The increasing 
ensemble size allows an improvement of the assimilation effi-
ciency and NER, whose upward trends are asymptotically tend-
ing to an upper limit of model performance (Figure 10). 

Figure 11 shows the comparison between two different ap-
proaches of limiting the perturbed ensemble in order to guaran-
tee the physical consistency of the system. The green time 
series refer to the employed method, which consists in rescaling 
the perturbed ensemble within proper physical limits; magenta 
ones represent the truncation of the inconsistent values. With 
respect to the open loop simulations, this latter approach allows 
an improvement of the snow depth modeling (Figure 11a), but 
the recurring discarding of inconsistent values does not allow 
significantly enhancing the surface temperature simulations 
(Figure 11b). Filter updating of SWE simulation is less sensi-
tive to the implemented approach, with resulting almost equiva-
lent performance (Figure 11c). 
 
Exp_s3 

 
This experiment aims at assessing the efficiency of the mul-

tivariable DA scheme depending on the assimilated variables.  
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Fig. 12. Exp_s3 – Impact on model performance of the assimila-
tion of different combinations of observed variables for a) snow 
depth, b) snow temperature, c) SWE. 
 
Figure 12 shows the impact of the assimilation of different 
combinations of observations. The assimilation of only snow 
depth observations has a strong impact on snow depth and SWE 
also when they are assimilated in combination with other ob-

served variables. However, the assimilation of snow depths 
does not succeed in improving snowpack temperature, even 
when assimilated together with the surface albedo. The assimi-
lation of only surface temperature measurements has a negative  

effect on snowpack mass but it guarantees an expected im-
provement of the modeled temperature, which is even larger 
through its combined assimilation with snow depth or albedo 
measurements. The assimilation of only albedo observations 
has a lower impact on model performance with respect to the 
control run. 
 
DISCUSSION 
 

The combined assimilation of several ground-based observa-
tions allows improving model performance. The multivariable 
DA has a strong impact on snow depth simulations, both during 
the accumulation and the melting period. The assimilation of 
snow depth measurements enables to limit snowpack lowering 
due to the overestimation of snow compaction during the ac-
cumulation season. Moreover, snow melt events during winter 
and the snowmelt timing are better modeled with respect to the 
open loop predictions. The filter well succeeds in consistently 
updating the SWE through a proper handling of model nonline-
arities. Indeed, even though no direct measurement of SWE is 
assimilated, the multivariable EnKF-based DA scheme allows 
improving SWE model predictions. The assimilation of surface 
temperature measurements ensures to catch the diurnal and 
nocturnal peaks, whose values are respectively under- and 
overestimated by the snow model. Nevertheless, the update of 
surface temperature introduces a saw tooth pattern in corre-
spondence of the measures assimilation, mainly due to a low 
model thermal inertia driving the modeled series quickly tend 
towards the open loop values after the assimilation. Further-
more, it is important to consider that a sharp correction of the 
surface temperature is likely to generate a thermal condition 
remarkably different from the current one simulated by the 
model, which tends to restore its energy balance. The combined 
assimilation of ground-based measurements and the remote 
sensed LST entails a worsening of temperature simulations due 
to the overestimation bias affecting the satellite data. A weaker 
correction of the surface temperature entails a strengthening in 
both snow depth and SWE updating. Indeed, the assimilation of 
snow depth observations is even more effective since snowpack 
state is less affected by the combined temperature update, which 
can lead to a resulting thermal condition sensibly different from 
the modeled one. An expected worsening of the system perfor-
mance is observed as the assimilation frequency decreases, 
except for SWE simulation benefiting from a less frequent up-
dating of the energy balance affecting the snow mass. Never-
theless, the multivariable assimilation still allows a significant 
improvement of model simulations up to every 12 hours. 
SMASH reveals a low sensitivity to the ensemble size, mainly 
in terms of RMSE and correlation coefficient. It is important to 
consider that the larger is the ensemble, the more precise is the 
evaluation of model error covariance matrix. Anyway, consist-
ently with the results of Durand and Margulis (2006), a sizeable 
increase of the ensemble (up to 100 model states) does not 
allow any remarkable improvement. Thus, we can assume that 
a limited ensemble is likely to provide a reliable assessment. 
Indeed, the need to enhance the quality of model error has to be 
balanced by considering the required computational cost. 

The rescaling method adopted to constrain the ensemble af-
ter its correction and perturbation allows not compromising 
Gaussian distributions and it results in better performance than 
the truncation of inconsistent values (Su et al. 2010). Indeed, 
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the truncation of inconsistent values revealed poorer perfor-
mance, since it does not preserve the ensemble mean and com-
promises the perturbations Gaussianity with a resulting bias due 
to the not null mean-valued perturbations. 

The sensitivity analysis of the system to the assimilation of 
different observed variables allows highlighting the potentials 
of the multivariable DA scheme. The update of only the energy 
balance can generate a thermal condition sensibly different 
from the current one with a resulting worsening of the modeled 
snow mass. Since the simulated surface temperature is marked-
ly biased, especially at diurnal and nocturnal peaks, its sharp 
update is likely to strongly impact on the snow depth. For in-
stance, the correction of diurnal temperature peaks can cause 
snow melting events. On the other hand, the update of only the 
mass balance has no remarkable impact on the thermal state of 
the system. Clearly, the reduction of the model error covariance 
matrix to the energy- and mass-related minors does not guaran-
tee the update of the overall system when individually assimi-
lating energy- or mass-related variables. Nevertheless, the 
update of any observed variable strongly impacts on the snow-
pack state. In agreement with Durand and Margulis (2006) 
demonstrating the benefit of jointly assimilating energy- and 
mass-related observations, the resulting largest overall enhance-
ment of model state is guaranteed by the combined assimilation 
of surface temperature, snow depth measurements and albedo. 

 
CONCLUSION AND FUTURE DEVELOPMENTS 

 
This research aims at investigating the feasibility of assimi-

lating several ground-based snow observations for real-time 
applications by implementing new approaches allowing to 
better handle several limiting issues (e.g. model nonlinearities; 
computational demand). The main focus of the study is the 
assessment of the impact of different settings of the DA system 
on the performance of the multivariable EnKF. SMASH con-
sists in a multi-layer model able to reproduce some of the main 
physical processes affecting snowpack dynamics by solving 
both energy and mass balances. An EnKF scheme is used to 
jointly assimilate observations of several variables of interest. 
Several constraints are introduced to maintain the model physi-
cal coherence. The model error covariance matrix is reduced to 
energy- and mass-related minors in order to prevent the intro-
duction of any spurious correction of indirect state variables 
resulting from the nonlinear correlations among them. Moreo-
ver, any inconsistent value of the state variables resulting from 
the analysis procedure and/or the perturbation of the ensemble 
states is removed by limiting each variable into a proper physi-
cal range. Since the system is supposed to solve the energy 
balance both in snowy and snowless conditions, time variant 
physical ranges are modulated according to both air tempera-
ture and snow mass in order to properly handling transition 
periods (early winter and melting season) without causing 
model instability. SMASH 1D-version was tested at Torgnon 
site throughout the period June 2012 – December 2013. Several 
ground-based measurements were assimilated every 3 hours: 
surface temperature, snow depth and albedo. Data assimilation 
succeeds in enhancing model performance by reducing snow 
model biases in terms of surface temperature, SWE and snow 
depth. As well, the joint assimilation of ground-based meas-
urements (snow depth and albedo) and remote sensed LST from 
MSG allowed improving model predictions, even though the 
large overestimation bias of the satellite observations compro-
mises temperature simulations. Several sensitivity experiments 
were performed to assess SMASH sensitivity to different as-
similation settings. With the decreasing of the assimilation 

frequency from 3 to 24 hours, the system revealed an expected 
worsening of modeling performance, except for SWE simula-
tions. A 12-hours DA still guarantees significant improvements 
of model simulations. The lack of remarkable improvements 
with an increasing amount of model states reveals that SMASH 
is not markedly sensitive to the ensemble size. From a compu-
tational point of view, it is a considerable benefit since it ena-
bles to achieve well-performing results even employing a lim-
ited ensemble. The evaluation of the system sensitivity to the 
assimilation of different combinations of observed variables 
gives evidence of the potentialities of the multivariable DA. 
Indeed, the combined assimilation of surface temperature, snow 
depth and albedo observations reveals the best results in snow-
pack modeling. In light of the promising performance of the 
multivariable EnKF achieved in this point application, the de-
velopment of the distributed version of the system is planned. 
The spatialized DA scheme is intended to enable a multisensory 
assimilation of several satellite products (e.g. MODIS SCA and 
snow albedo; Meteosat surface temperature; LiDAR measure-
ments of snow depth; SWE from passive microwave sensors) for 
hydrological applications. 
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