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SECURITY PROBLEMS OF SCAN DESIGN
AND ACCOMPANYING MEASURES

Anton Biasizzo — Franc Novak
∗

The paper deals with the security problems of scan design and investigates currently proposed solutions. A solution based
on data encryption to protect the data in scan chains is discussed and problems related to the block-based encoding are
outlined. Next, security extension for IEEE Std. 1149.1 providing a locking mechanism is analysed. The mechanism prevents
unauthorised users to interfere via test bus with the system normal operation. Possible attack scenario is considered and the
probabilities of successful attack within a given time interval are calculated for different lengths of the Lock register. The
paper concludes with the description of current work focused on improvements the security of the locking mechanism, in
particular by using simplified public key infrastructure.
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1 INTRODUCTION

Some time ago, a discussion aroused on the security

problems of systems incorporating scan-chains that en-

able the access to system’s internal points and conse-

quently facilitate testing [1–3]. Since scan-chain technol-

ogy is used in embedded systems in different applications

ranging from smart credit cards to process control sys-

tems in critical infrastructures supporting our everyday

life, it is of vital importance to be aware of potential vul-

nerabilities and to provide mechanisms for ensuring sys-

tem safety.

In this paper we investigate currently proposed solu-

tions. We briefly review the principle of scan-chain test

approach [4, 5]. This integrated circuit (IC) test technique

is often combined with the popular boundary-scan ap-

proach formalized in IEEE Std. 1149.1 [6] at the board

or system level [7, 8]. Two potential vulnerability prob-

lems in scan-based systems are considered: (a) scan-chain

can be used to reveal IC internal structure, so hackers or

other interested third parties can steal intellectual prop-

erty, or (b) hackers or other unauthorised users can brake

into a system and disturb its normal operation by ex-

ecuting an invasive test sequence which may lead to a

catastrophic event. A solution based on data encryption

to protect the data in scan chains [2] is discussed and

problems stemming from packet encoding are outlined.

The security extension for IEEE Std. 1149.1 providing a

locking mechanism [9] is described. The mechanism pre-

vents unauthorised persons to interfere with the system

via IEEE Std. 1149.1 test port. Typical attack scenario

is considered and analysed. In the last part, current work

on improvements of the locking mechanism is presented.

2 SCAN DESIGN

Complex digital circuits are difficult to test. Deeply
embedded registers and memories store data in many in-
ternal states that are hard to control and to observe via
input/output pins. In order to efficiently test complex se-
quential logic, different design-for-test (DFT) techniques
are employed.

Ad hoc DFT techniques that rely on good design prac-
tices learned from the past experience prove to be insuffi-
cient for larger designs. More powerful techniques such
as scan design and built-in self-test (BIST) are nowa-
days employed. These are known as structured DFT tech-
niques [11] since extra logic is added to the circuit in order
to implement test procedure.

In BIST approach, test patterns are generated within
the tested circuit. Likewise, test results are evaluated by
a test response evaluator internal to the tested circuit.
Typically only BIST initiation signals and final test result
are communicated via IC input/output pins. This kind of
communication does not present potential threat for the
system security.

Scan design is a popular DFT technique, which rep-
resents an efficient way of accessing internal storage el-
ements. The technique proposed in 1973 [4], has been
widely applied in practice since 1977 [5]. The circuit with
implemented scan design has two modes of operation: nor-
mal functional operation and test mode. In test mode,
flip-flops are chained together in one or more shift regis-
ters. The test sequence consists of the following steps:

• shift in a test pattern into the circuit storage elements,

• return the circuit for one clock cycle to its normal
mode,

• shift out the resulting internal state of the storage
elements.

Combinational logic is thus stimulated by the stored
test pattern during one clock cycle and the result is
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Fig. 1. Scan design

shifted out and evaluated. Test patterns for testing com-
binational logic can be generated automatically using
ATPG (Automatic Test Pattern Generation) tools, which
makes the technique very efficient and widely accepted in
practice. Scan design is often combined with the test in-
frastructure of DFT standards IEEE Std. 1149.1, IEEE
Std. 1149.4 and IEEE Std. 1500.

3 DFT STANDARDS AND SCAN DESIGN

IEEE Standard 1149.1 originated as a response to
the problems of restricted access of individual leads on
printed circuit boards by the traditional bed-of-nails ap-
proach due to the miniaturization and introduction of sur-
face mounted devices. The need for an alternative access
of internal test points gave the idea of building the test
probes directly into the chips and to connect the probes

with the external ATE (Automated Test Equipment) by
simple serial line. The effort of ATE manufacturers and
EDA tool suppliers organized as the Joint Test Action
Group (JTAG) resulted in a boundary-scan test technique
for digital circuits and systems and was approved as the
IEEE Std. 1149.1 in 1990.

The principle of the boundary-scan technique is to
place a shift register boundary-scan cell adjacent to each
component pin and to interconnect the boundary-scan
cells in order to form a chain (boundary register) around
the border of the chip logic design. During the test mode,
boundary-scan cells are used to control the status or read
the states of the pins, while during the normal mode the
cells are transparent. Components of a board that are
fitted with the test structure of the IEEE Std. 1149.1
are interconnected by way of a standard interface termed
“test access port” (TAP) with the 4-wire test bus provid-
ing serial input data, serial output data, test clock and
test mode select line.

Addition of the boundary-scan logic has the following
principal tasks: it allows normal circuit operation, it al-
lows data to be shifted in or test results to be shifted
out, and it provides a number of circuit tests. The op-
eration of the boundary-scan infrastructure is controlled
by the TAP controller which is a finite state machine
driven by test clock and test mode select. TAP controller
recognises communication protocol and generates internal
control signals for the remaining part of boundary-scan
logic. The latter consists of instruction register and data
registers. Mandatory data registers are boundary register
(mentioned above) and a bypass register (which is used
to shortcut the boundary register and thus reduce the
shift time when testing other components on a board).
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Besides, a number of optional other data registers can be
included. Their description is however beyond the scope
of this paper. The IEEE Std. 1149.1 architecture is shown
in Fig. 2.

IEEE Std. 1149.4 [12] can be regarded as the extension
of IEEE Std. 1149.1 to mixed-signal devices. The 1149.4
extensions are analog boundary modules (ABMs) on ana-
log functional pins accessed via internal analog test bus
(AB1, AB2). Digital pins have boundary cells as specified
in IEEE Std. 1149.1.

Both IEEE Std. 1149.1 and IEEE Std. 1149.4 provide
the IC internal test option where the serial boundary-
scan chain is used to to scan in test patterns and scan
out the test results. In many implementations in practice
scan chains of an IC are connected to the serial boundary-
scan chain providing access to the internal registers of the
circuit-under-test.

IEEE Std. 1500-2005 [13] (Standard Testability Method
for Embedded Core-based Integrated Circuits) was cre-
ated to address test problems of systems implemented
on one single die. Modern technology advances allow to
integrate functions that have been traditionally imple-
mented on one or more complex printed circuit boards
into one single IC, often referred to as system-on-chip
(SoC). The development of this new class of ICs is based
on the design technique which integrates large reusable
blocks (i.e. cores) that have been designed and verified
in earlier applications in practice. Embedded cores pro-
vide a wide range of functions, like CPUs, DSPs, inter-
faces, controllers, memories, and others. The design of
a complex system-on-chip normally requires expertise in
different technology areas which is difficult to find in a sin-
gle design house. Consequently, embedded-core design in-
volves two parties: core providers and core users. In most
cases, the core user (ie, system integrator) does not have
the knowledge about the design of the building blocks
(cores). It is neither the interest of core providers to re-
veal design and implementation details in order to pro-
tect their intellectual property. IEEE Std. 1500 facilitates
SoC test considering these restrictions. It provides a stan-
dard interface and a set of rules for creation of a wrapper
around a core that allows the core to be tested alone by
isolating it from its environment. In this way, the core can
be tested by the tests supplied by core provider. In ad-
dition, the wrapper allows the external logic surrounding
the core to be tested independent from the core’s state.

Similar to the boundary-scan chain of IEEE Std. 1149.1,
the wrapper comprises wrapper cells for each functional
input and output port of the core. IEEE Std. 1500 in-
cludes instructions which connect scan-chains of the core
to the wrapper cells and thus provides the access to
the internal registers of the core. In addition, the IEEE
Std. 1500 compliant test infrastructure is designed to
allow interface compatibility with the common IEEE
Std. 1149.1 test access port (TAP) controller. In this
way, loading of instructions into embedded core wrap-
pers and scanning in and out test data of a SoC can be
performed via IEEE Std. 1149.1 test access port. Beside

IEEE Std. 1500, a number of other standards and applica-
tions such as IEEE-ISTO 5001TM-2003, IEEE Std. 1532
and IEEE Std. 1149.6 have piggybacked on the IEEE
1149.1 standard instead of defining their own access in-
frastructure.

In summary, any chip that uses scan design and any
system built around it (either in some ad hoc DFT so-
lution or with test or application infrastructure defined
by the above standards) provides access to the system’s
internal logic and may be vulnerable to hackers.

As an illustrative example of vulnerability case study
of scan design consider the implementation of DES algo-
rithm with inserted scan chain using Synopsys Test Com-
piler [14]. Assuming that the attacker knows the DES al-
gorithm (it is public), and assuming that the attacker has
access to the high level timing diagrams (provided by the

ASIC vendor), the authors show that the attacker needs
less than 42000 clock cycles to determine the scan chain
structure, recover round key and discover the user key.

4 SECURITY MEASURES

High-quality testing of complex systems requires full
access to internal flip-flops and scan design is in many

cases the preferred solution with no real alternative.
Given that scan design is needed, one has to take into
account its vulnerability threats and take suitable coun-
termeasures.

4.1 Adding decoding and encoding logic to scan

chains

So far, the countermeasures have been directed mainly
at preventing unauthorized access to the system internal
logic and stealing intellectual property. At the Interna-
tional Test Conference, Charlotte, 2004, a panel discus-
sion “Security vs Test quality: Can we really only have
one at a time?” R. Kapur [2] proposed to employ encryp-
tion techniques to encrypt sensitive data that is made
available to the user in order to perform scan test. In this

case, the scan chain logic of the tested unit includes de-
coding logic at scan-in and decoding logic at scan-out as
shown in Fig 3.
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Fig. 3. Decoding logic at scan-in and encoding logic at scan-out
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Table 1. FPGA resource utilization

Key length Slice LUT SFF

64 154 228 221
128 284 401 412

The application of cryptographic algorithms in scan
design chain is, however, not trivial. The logic implement-
ing a cryptographic algorithm is itself a complex sequen-
tial circuit which requires some DFT solution and BIST
seems to be the only possible choice in order to avoid the
transfer of the internal data sensitive information to an
attacker.

Typical cryptographic algorithms are block based. For
example, DES is a symmetrical block cipher — an algo-
rithm that takes a fixed-length string of plaintext bits and
transforms it through a series of complicated operations
into another ciphertext bitstring of the same length. In
the case of DES, the block size is 64 bits. Scan chain data
decoding/encoding by a DES algorithm implemented in
hardware requires a number of 64-bit blocks for the sub-
sequent stages of processing. The resulting logic may rep-
resent a non-negligible overhead especially when accom-
panied by a BIST. In the implementation of DES algo-
rithm reported in [14], 198 flip-flops were used for en-
coding logic: 64 for the input register, 64 for the output
register, 64 for data manipulation and 4 for the controller.
The same amount of hardware is needed for decoding.

Another drawback is incompatibility of the length of
a scan chain with the size of the block of a cryptographic
algorithm, which additionally complicates control logic.
Besides, special software must be provided by the ASIC
vendor for proper interpretation of the scan test results
(ie, for fault diagnosis more precise than merely pass/fail
test result).

4.2 Adding a locking mechanism to boundary-

scan

Theft of intellectual property is, however, not the only
vulnerability threat of scan design. Test infrastructure of
IEEE Std. 1149.1 is often employed for field reconfigura-
tion, troubleshooting and system maintenance [15]. For
example, making a field upgrade to the firmware stored
in programmable logic devices can be performed remotely
by providing access to the boundary-scan via internet.
Likewise, in some implementations of system mainte-
nance, system’s boundary-scan is permanently connected
to a low-cost test equipment (ie, a dedicated PC) for
remote diagnostics. All such solutions represent a po-
tential weakness in system’s security. An attacker may
crack the system and get access to the test port. Execut-
ing some pin-permission instruction (ie, an instruction
which disconnects the component I/O pins from the sys-
tem logic) during normal system operation may lead to
a serious damage. Although intimate knowledge of the
boundary-scan infrastructure and the boundary-scan in-
struction codes of the system is required to brake into the
system, worst case scenarios cannot be ruled out in safety

critical applications. A recent study of analysed cyber-
attacks incident reports from various infrastructure con-
trol systems shows a fivefold increase from 1994 to 2004.
The type of the incidents is changing from accidental and
internal to external. From 2002 to 2004, 66 percent were
classified as external, 22 percent were accidental and only
3 percent were internal [16, 17]. The threat of sophisti-
cated web attack on boundary-scan based systems calls
for appropriate countermeasures.

Different attack scenarios and defenses for JTAG are
studied in [16]. This approach uses a keyed hash, a stream
cipher, a message authentication code, and defines chal-
lenge/response protocol to prevent the attacks on JTAG.
The drawback is the fuse usage for keyed hashes since
once the hashes are compromised the device remains ex-
posed. The stream ciphers are also weaker then block ci-
phers but they are suitable if messages are short and if
continuous data stream is required.

The JTAG TAP design that enables the digital rights
management is described in [17]. This solution uses
hashes and challenge/response protocol to enable the ac-
cess of the JTAG infrastructures. It can have different
hashes for groups of JTAG instructions thus providing a
hierarchy of the JTAG access. Like in the previous solu-
tion, the hashes are hardwired, which means that a suc-
cessfully attacked device remains compromised. However,
on the JTAG data stream it does not apply encryption,
thus it is vulnerable to eavesdropping and man-in-the-
middle attacks.

Another approach is to use public/private key pairs in
the authentication process. Special care has to be taken
for key management and exchange. Furthermore, addi-
tional hardware performing asymmetric encryption cores
has to be provided. As far as we know, an intensive work
in this direction is underway by other groups and their
solutions are likely to be reported in the forthcoming pub-
lications.

A simple security extension of the JTAG standard was
proposed in [9]. The security extension conforms to the
IEEE 1149.1 standard and disables all except basic JTAG
instructions, unless the proper locking key is loaded. The
lock key can be modified via the JTAG interface hence
the authorized user can restrict the device access at any
time. In order to maintain the lock key over the power-
up/power-down cycles the key must be stored in a non-
volatile memory.

This solution is very simple and uses little hardware
resources as presented in Table 1, however the keys are
stored and exchanged in plaintext. This opens the possi-
bility of the eavesdropping on the JTAG bus as well as
retrieving the keys from the storage within the device.

A typical non-invasive attack, in which the attacker
takes care to remove all tracks of intrusion, consists of
the following steps.

1. Evaluation of the Lock register length. (The attacker
executes the UNLOCK instruction and feeds values 1
to the input of the boundary-scan chain (TDI). By
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Table 2. The probabilities that the system gets compromised in
one hour

M probability

32 1
36 7.3× 10−2

40 4.3× 10−3

48 1.5× 10−5

56 5.4× 10−8

64 2.0 × 10−10

Table 3. Estimated and exact lower bound values of the Lock
register length

probability M(est) M

1 34 33
10−1 37 36
10−2 40 39
10−3 44 43
10−4 47 46
10−5 50 49
10−6 54 52

counting zeros at the output, the length of the Lock
register can be determined.)

2. Repeating of the following steps:

• performing UNLOCK instruction with the guessed
value of the lock code,

• performing LOCK instruction and checking the length
of the data path:

– if the length of the data path is 1 then the boundary-

scan test logic remains locked and step 2 is repeated
with new guess value,

– if the length of the data path is longer than 1 then

the guess value is correct lock code. Use 0 as the new

lock code (unlock the boundary-scan test logic) and
stop the attack.

After the circuit exploitation with unlocked boundary-
scan test logic the test logic can be locked with the origi-
nal lock code in order to cover the track of the intrusion.

A useful measure of the security strength of the circuit
can be given by the probability that the system gets
compromised in the given time span, for example, in one
hour.

Let us determine the number of unlock codes that the
attacker can exploit in a given time interval t . Initially,
in order to determine the length of the Lock register,
M + 1 cycles are required. For each guess of the lock
value M + 2L+ 20 cycles are required, where L denotes
the length of the Instruction Register, and M the length
of the Lock register, respectively. During one guess two
instructions (LOCK and UNLOCK) and the trial lock
value (of length M ) must be loaded. For this, at least 20
additional TAP state machine transitions are required.
The number of exploited unlock codes is

N =
t f − (M + 1)

M + 2L+ 20

where f denotes the frequency of the boundary-scan
clock (TCK). The probability that the system gets com-
promised is given by

p =
N

2M
=

t f − (M + 1)

2M (M + 2L+ 20)
.

Let us assume that the length of the Instruction Register
L is 8 bit and that the boundary-scan clock frequency
f is 100 MHz. The probabilities that the system gets
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Fig. 5. JTAG locking mechanism using SHA hashes and PKI infrastructure

compromised in the time interval of one hour are given
in the Table 2.

From the above equations we can determine the lower
bound of the length of the lock register that would assure
the required system security for a given time interval t :

M =
⌈

log2
t f −M − 1

p(2L+M + 20)

⌉

=

⌈log2(t f −M − 1)− log2 p− log2(2L+M + 20)⌉ .

This equation cannot be solved analytically yet the
impact of M + 1 is negligible and can be omitted. In
the estimation of the lock register length that assures the
required system security the term (2L+M +20) can be
replaced with a smaller value (2L + 20). Estimated lock
register length is

M(est) = ⌈log2(t f)− log2 p− log2(2L+ 20)⌉ .

In Table 3 the estimations as well as the exact lower
bound of the Lock register length are given.

4 IMPROVEMENTS OF THE JTAG LOCKING

MECHANISM ––– WORK IN PROGRESS

The lock key is stored in the memory thus there is
potential threat that it can be accessed using appropri-
ate equipment. The approach could be improved by using
hashes instead of keys for the authentication. Any hash
function that provides sufficient strength, is suitable like
MD5, SHA1, and SHA2 hashes. They are commonly used
as password hashes in operating systems and as hashes for
key exchange by the SSL protocol. They are continuously

stressed and their flaws reported. The hardware imple-
mentation of hash function requires additional hardware
resources.

The authentication scheme can be further refined by
using different keys for different JTAG instruction groups.
This way a fine grained security system can be estab-
lished. For instance, a set of benign JTAG instructions
could be exposed to any JTAG user, more revealing JTAG
instructions like EXTEST could be restricted to a usual
JTAG user, while most hazardous instructions could be
permitted only to a few users. Some instructions may be
even locked for all users but still available for designers
and IP-core testers. Manufacturing tests are an exam-
ple of such restricted functionality and fuses are typically
used in order to disable their use after the device is tested
in sent out of production. Using the locking mechanism
the functionality may stay intact but only the producer
has the information to enable it.

Previously described methods are still vulnerable to a
replay attacks. In order to prevent such attacks a chal-
lenge/response protocol, like [17], can be included in the
authentication scheme. In order to establish a trustworthy
challenge/response protocol, a source of unpredictable
hashes is required for challenge generation. Usually a ran-
dom number generator is used for challenge generation.
To implement such protocol, the JTAG interface has to
be extended to retrieve the challenge from the device and
to analyze the tester response.

All methods described so far use a plaintext streams to
transfer the security keys to the JTAG interface of DUT.
While challenge/response protocol may obfuscate some
information transferred over the JTAG stream an eaves-
dropping attacker may still gain important information
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about the DUT and may even retrieve the keys. To over-
come this drawback encryption of the keys can be used.
The encryption of a whole JTAG data stream is problem-
atic, since block cipher does not meet the JTAG standard
specification while the stream cipher might not be strong
enough. However, the encryption of the authentication
information can be performed using block cipher given
that the appropriate synchronization with the tester is
established.

To maintain secure channel the encryption keys has
to be exchanged in a secure way to prevent man in the
middle attack. This can be achieved by using simplified
public key infrastructure (PKI), which has private/public
keys for both tester and JTAG device. While such a pro-
tocol provides the best protection and flexibility of the
JTAG infrastructure, its hardware implementation re-
quires a substantial amount of hardware resources. An
architecture using PKI with SHA2 hash function used
for authentication keys, random number generator used
in challenge/response protocol, and AES stream encryp-
tion for data stream is depicted in Fig. 5.

Like in previous authentication schemes different keys
can be used to achieve different authorization levels. In
such implementation a key hash for each authentication
group has to be kept in nonvolatile memory. The pro-
posed locking mechanism also allows the change of au-
thorization keys.

5 CONCLUSION

Scan design chains can potentially be used to break in
a system and steal intellectual property. Even worse, crit-
ical infrastructure systems such as power plants, chemical
plants, pipelines, dams, etc with process control systems
incorporating boundary scan with TAP connected to in-
ternet in order to upload firmware upgrades or perform
remote system maintenance are vulnerable: an attacker
familiar with the IEEE Std. 1149.1 can brake into a sys-
tem and disturb its normal operation by executing an
invasive test sequence which may lead to a catastrophic
event. Consequently, the risk of system brake-in should
be seriously considered and appropriate countermeasures
taken. In this paper we have analysed currently pro-
posed solutions. We have pointed out to some problems
of adding decoding and encoding logic to scan chains: be-
sides non-negligible logic overhead, this solution requires
special software provided by the ASIC vendor for proper
interpretation of the scan test results. The security exten-
sion of the JTAG standard aims to prevent unauthorised
users to break in a system and disturb its normal opera-
tion via IEEE 1149.1 test port has been briefly reviewed.
For this solution, a possible attack scenario is described
and probabilities that the system gets compromised in
one hour are calculated, together with the lower bound
values of the Lock register length that assure the required
system security. In the frame of HORIZON 2020 action
ECSEL-RIA: “Cyber Physical System based Proactive
Collaborative Maintenance – MANTIS” we are currently

exploring modifications of the locking mechanism includ-
ing different PKI architectures, which would allow differ-
ent authorization levels, and possibly also the change of
authorization keys.
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