Abstract—Switch-mode circuits are used as power processors, e.g., DC/DC converters, synchronous rectifiers, high-frequency resonant power amplifiers. Their efficient computer-aided design is a technical problem only partly solved so far. This paper presents a multi-layer CAD methodology for switch-mode power circuits. It discusses several levels of modeling of switching devices. First rough design verification is feasible using ideal switch models. It gives a satisfactory first-cut design. Then full models and general-purpose tools provide more exact verification of the design. At this exact step the design procedure makes use of interactive improvement followed by automatic optimization of some quality-based objective functions. The proposed methodology is shown to be especially useful for high power class-D voltage-switching resonant amplifiers, where the so far used experimental optimization is extremely cost consuming.
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I. INTRODUCTION

Switch-mode CIRCUITS are of growing interest in power electronics and communications. They are used in power supplies of electronic devices, in radio transmitters as h.f. amplifiers and power modulators, and in industrial electronics (induction and dielectric heating). In these applications switch-mode circuits serve as power stages in high-efficiency power converters, operating at frequencies ranging from a few kHz to even a few GHz. Pertinent questions in the simulation and design of these circuits are how to find periodic steady state response, calculate losses in active and passive components, and maximize energy processing efficiency. It is also important to analyze transient responses in order to detect over-voltages and over-currents in such cases as: turning on and off the supply voltage, driving signals, load resistance and stepping operating frequency.

Power converters are often modeled by circuits with topology controlled by switches. In the simplest case switching transistors are modeled by ideal switches which leads to zero transistor power losses. This simple model is adequate for the first-cut design of converters in which transistor power losses can be neglected. If losses are of importance then the model with ideal switches must be upgraded with series resistances, parallel capacitances or even nonlinear, full physical models of the transistor have to be used.
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A. State of the Art

Existing design methods for switch-mode power circuits are not general; they are based on design equations [14], [20], [26], [54], [55], [61], [70] and are applicable only to specific types of circuits. Sometimes we observe exceedingly large discrepancy between simulation of the schematic and measurements of a breadboard circuit [64]. Power circuits convert a high volume of power and parasitic couplings resulting from the physical layout may change their operation. Therefore, testing prototypes requires not only a genuine knowledge, but also deep designer’s experience.

Experienced designers and teachers claim that the design process based on computer simulation is the most advantageous [3], [49]. Classical SPICE-like circuit simulators have one drawback in application to the switch-mode power circuits: they may spend up to 90% of the total simulation time on exactly tracing the response at switching instances. In early design stages such accuracy is not needed and less accurate idealized-switch-level simulation is satisfactory. Idealized-switch simulators allow for reduction of the computation time and volume of numerical results but require specialized numerical algorithms.

Idealized switch is a zero resistance/zero conductance and zero switching time element with the equation

\[ s(p) \cdot v - [1 - s(p)] \cdot r \cdot i = 0, \tag{1} \]

where \( i, v \) are terminal signals, \( r \) - an arbitrary non-zero coefficient, and \( s(p) \) describes the state of the switch (0 for OFF and 1 for ON) controlled by the function \( p = p(v, i, t, s, u) \) dependent on circuit responses \( v, i, t \) and the last state of the switch \( s_{old} \). Ideal switches bring possibility of inconsistent initial conditions (IIC) at switching instances. KVL and/or KCL satisfied before the switching become violated due to a change in switch settings and circuit topology [43]. As a result currents through or voltages across ideal switches may contain Dirac impulses at switching instances. This causes the well known theoretical paradox of energy discontinuity: the values of energy stored in a capacitor or inductor before and after a switching instant \( E^- \), \( E^+ \) may be different. In real switch-mode circuits the difference \( E^- - E^+ \) is dissipated in switched transistor during turn on (switching loss).

Simulation methods for circuits with ideal switches make use of dedicated algorithms based on circuit equations in such a form that discontinuities and IIC are overridden [4], [5], [6], [8], [10], [12], [15], [16], [19], [23], [27], [31], [32], [34], [37], [38], [40], [41], [46], [47], [52], [56], [57], [58], [59], [63], [65], [68], [71], [73]. Among these algorithms there are ones based on: average analysis based on behavioral models [6], accurate analyses: based on switching of network topology.
and solution of substitute equations at switching instances [4], [5], [15], [40], [41], [57], [59], [68], [71], [73], on formulation of dedicated forms of state equations [34], [56], [65], as well as based on piece-wise linear equations [46], [47]. Due to elimination of switching effects, these specializes algorithms are of higher numerical efficiency comparing to traditional methods, e.g. in SimPowerSystem-MATLAB toolbox [35]. The latter contains a package accepting ideal switches but uses ordinary numerical integration with all drawbacks of this approach, e.g. spending most of computer time on exact tracing responses at switching instances, numerical stability.

One of essential tasks in switch-mode circuit simulation is steady-state analysis. Switch-mode circuits are characterized by slow convergence to a steady-state. Therefore, algorithms must be extremely efficient since they are repeated a lot of times to reach convergence. A wide spectrum of steady-state analysis algorithms have been elaborated, so far, for these circuits [1], [2], [7], [9], [13], [17], [18], [22], [24], [28], [29], [30], [33], [39], [45], [57], [60], [62], [66]. One of very efficient approaches is the secant method [7], [39], implemented in SWITCH [40], [41] and OPTIMA [39].

All above discussed works are dedicated to different methods of efficient mathematical modeling of switch-mode circuits. Little research effort was engaged in developing CAD algorithms, where simulation was only a part of a more general design optimization problem as it is in this paper.

B. Scope of the Paper

This paper is dedicated to a methodology of CAD of switch-mode circuits which leads a designer from initial approximate design elaboration to its final optimization. Since improvement of design quality cannot be performed in one step, hence a multi-layer approach is proposed. On initial stages designs are evaluated by means of coarse circuit modeling, with a low numerical complexity. A final stage needs high complexity models but a design is already roughly tuned and needs only multi-objective quality optimization Our design procedure consists of four stages based on different models of switch-mode circuit elements.

- The first stage consists of rough engineer calculations based on idealized switches (Fig. 1a) and approximate relationships describing circuit operation. This quick method gives one or several initial solutions.
- On the second stage we apply idealized models with capacitances to initially accepted solutions (Fig. 1 b,c) and use a dedicated time-domain simulation [4], [5], [6], [8], [10], [12], [15], [16], [19], [23], [27], [31], [32], [34], [37], [38], [40], [41], [46], [47], [52], [56], [57], [58], [59], [65], [68], [63], [72], [73] (e.g. switching topology or piecewise-linear). In this work we use our own simulator SWITCH [40], [41] working in the MATLAB environment. Its advantage is availability of DC, transient, steady-state and Dirac impulse analyses (the latter to verify switching conditions). SWITCH offers also models shown in Fig. 1c that take into account switching and conduction losses.
- On the third stage accurate simulation is performed by means of SPICE-like simulators [42], [48], [50] with physical models of elements including non-idealities and parasitics. This gives a more detailed information about the circuit behavior and enables its improvement.
- Finally, on the fourth stage, which is essential for this work, a designer gets a chance to perform multi-criteria optimization (similar to [44]) by means of SCAD software. First, plots of basic circuit performance measures (power efficiency, output power, etc.) versus selected design parameters are obtained. They enable to play interactively with a design to learn its properties and improve it. Then it is possible to perform automatic screening of design parameters – to determine most influential ones. If the exploration reveals the need for further design improvement then the final step of multi-objective optimization is performed. The fourth stage of design process has been prototyped in our experimental SCAD (Switch-mode Circuit Analysis and Design) software.

The above listed four-stage design methodology is described in Chapter II. Chapter III contains a design example of class D resonant amplifier. Final conclusions are collected in Chapter IV.

II. SWITCH-MODE CIRCUITS DESIGN

A. First Stage – Initial Engineering Design

At the first design stage we use simple engineering calculations which are possible thanks to the engineer experience and ingenuity accompanied with assumption of idealized switches...
as it is shown in Fig. 1a. Idealized switch $S_1$ is controlled by driving signal $V_{GS}$ and output voltage $V_{DS}$ (in MOSFETs due to the parasitic anti-parallel diode).

$$S_1(p_{11}, p_{12}) = \begin{cases} 1 & \text{if } p_{11} \geq 0 \land p_{12} \geq 0 \\ 0 & \text{if } p_{11} < 0 \lor p_{12} < 0 \end{cases}$$

(2)

where $p_{11} = V_1 = V_{GS} - V_{DS}$, $p_{12} = V_2 = V_{DS}$, $V_{DS}$ are input and output voltages of the modeled element, $V_{GS}$ is the threshold voltage, $V_{DS}$ is the anti-parallel diode voltage ($V_{DS} \approx 0.7V$). Such a simplification causes that the conduction and switching losses in switching elements are zero. In real switch-mode circuits switching losses can be ignored only if the operating frequency is sufficiently low (even in hard-switched non-ZVS and non-ZCS PWM converters). Switching losses can be also neglected in high-frequency soft-switched (ZVS and ZCS) and non-ZCS PWM converters. Switching losses can be also neglected in high-frequency soft-switched (ZVS and ZCS) circuits (e.g. class E or DE amplifiers), but in this case output capacitance of power transistors should be absorbed by the resonant circuit. Thus, for soft-switched high-frequency circuits the simplest model of the switching element has to contain ideal switch of equation (2) shunted by the parallel capacitance $C_0$ of the open switch (a model with capacitance shown in Fig. 1b). For power elements this capacitance is in reality non-linear [73]. Consideration of this capacitance will be performed at the second stage.

**B. Second Stage – Simulation on Idealized Switch Level**

The second stage is the computer evaluation stage where a design elaborated on the first stage by means of engineering intuition, knowledge, and rough calculations, based on the engineering formulae is verified and improved on the base of a fast turn-around simulation, which helps to detect impulses in the response caused by non-zero voltage switching on (non-ZVS) or by non-zero current switching off (non-ZCS) and calculate switching losses resulting from these impulses. Due to the spreads of the values of elements, impulses may appear at switching instances even in ZVS circuits (designed for zero capacitor voltages) and in ZCS circuits (designed for zero inductor currents) [34].

If the model of Fig.1b including capacitances is used in the analysis of non-ZVS circuits (e.g. resonant class D amplifiers or DC/DC PWM converters) then Dirac impulses occur in the current $i_s$ through switch $S_1$. In non-ZVS converters energy stored in capacitance $C_0$ just before turn-on $W_{dis} = 0.5C_0(V_{DS})^2$ is dissipated in the switching element causing switching losses. This energy can be also expressed in terms of the area $Q_{SW}$ of the Dirac impulse in the current through switch $S_1$:

$$W_{dis} = \frac{1}{2}Q_{SW}V_{DS}^{-}$$

(3)

Non-linear input and output capacitances of power transistors are often described by a small-signal value as a function of input or output voltage. These functions are published by the transistor manufacturers or can be extracted from an exact, SPICE-like simulation, using a physical model of power-transistor [73]. It is also a common practice that in the simplified large signal analysis non-linear capacitance is replaced by an averaged linear capacitance.

When the averaged linear capacitance is extracted then we can proceed to rough computer verification based on idealized models with the on-voltage source $V_{on}$ and the capacitance – as it is shown in Fig. 1b and verify initial designs with dedicated simulators: e.g. [40], [41] which can handle circuits on idealized switch level [4], [5], [6], [8], [10], [12], [15], [16], [19], [23], [27], [31], [32], [34], [37], [38], [40], [41], [43], [46], [47], [52], [57], [58], [60], [63], [65], [68], [71], [73], to considerably reduce time of its time-domain analysis comparing to traditional simulators exploiting full physical models of switches. During this analysis Dirac impulses of the time response are also calculated.

This quick simulation moreover allows for calculating also conduction power loss of a switching element: $p_{con}(t) = V_{in}i_s(t)$. This yields an average conduction power loss estimate of a multi-switch circuit, $P_{con} = \Sigma V_{in}i_s(t)$, where $I_{DS}$ is the DC component of the output current of the $k$-th switching element. Other physical phenomena incorporated into idealized models are dissipation of power and self-destruction. In Fig. 1b switch $S_1$ models self-destruction by opening-circuit of the device when maximum GS voltage $V_{th1}$ or DS voltage $V_{th2}$, or maximum junction temperature $T_j$ are overrungen. $S_2$ is controlled by the function

$$S_2(p_2) = \begin{cases} 1 & \text{if } p_2 \geq 0 \\ 0 & \text{if } p_2 < 0 \end{cases}$$

(4)

where $p_2 = \left\{ \begin{array}{ll} V_{th1} & \text{for gate destruction} \\ V_{th2} & \text{for drain junction destruction} \\ T_j & \text{for thermal destruction.} \end{array} \right.$

Switch self-heating is modeled by the temperature dependent voltage sources $V_{th}(T_j)$ and $V_{th}(T_j)$. Transistor output capacitance $C_0$ may be temperature independent, or dependence $C_0(v_s,T)$ is extracted from physical, SPICE-like, simulation. If power emission and diffusion are considered, a thermal RC-macromodel may be used [72].

On this stage also losses can be analyzed approximately, if linear loss-resistances are introduced – as it is shown in Fig. 1c. However this approach is insufficient, and a more accurate simulation based on physical nonlinear models is more advantageous. This physical approach is proposed on our third design stage.

Idealized models shown in Fig. 1 cannot describe active operation of switching elements. Hence, in non-ZVS circuits they neglect the Miller’s effect and its impact (e.g. cross-conduction current in push-pull class-D amplifiers). In non-ZVS and non-ZCS (hard-switched) circuits, losses caused by finite time of turn-on and turn-off are also omitted.

**C. Third Stage – Physical Simulation and Improvement**

This is a design exploration stage, when physical elements are considered to check their influence upon basic circuit functionality. General purpose simulators with full models of elements are employed. A designer can quantitatively characterize circuit performance, e.g. power loss and efficiency in steady state, over-voltages and over-currents during transient responses. We exploited three general-purpose simulators: PSPICE [48], OPTIMA [42], and SPECTRE [50]. The advantage of SPECTRE and OPTIMA is availability of a quick steady state analysis. Manufacturers of electronic
elements furnish advanced models for general-purpose simulators: IGBT, bipolar and MOSFET transistors [21], [48], [51], inductors and transformers, with non-linear core, saturation and sometimes even hysteresis (though the latter often causes convergence problems). They usually give accurate though time-consuming results and are useful only if a design has been selected from many possibilities at first and second design stages.

Physical modeling of high-speed switch-mode power circuits should consider parasitic effects brought in by the printed board technology. Their models fall into two groups: introduction of auxiliary RLC transmission lines and incorporation of limits arising from electrical and thermal strength of a path. At moderate power levels and frequencies, influence of field effects is in practice negligible except for some resonant circuits [25], [69]. Modeling of the thermal strength of a printed board and self-destruction of elements can be performed using switches similar to those introduced in Fig. 1b.

At moderate power levels and frequencies, influence of field effects is in practice negligible except for some resonant circuits [25], [69]. Modeling of the thermal strength of a printed board and self-destruction of elements can be performed using switches similar to those introduced in Fig. 1b.

D. Optimization-based Design Improvement

Optimization-based design is a semi-automatic process, composed of design exploration and optimization. At the exploration phase an ad-hoc composition of interactive simulation, techniques of experiment planning and numerical optimization are used to reveal the most influential design parameters, tune the circuit (to offset inaccuracy of the simple engineering formulae), learn trade-offs between competing performance measures. Design improvement is stopped if a satisfactory performance has been reached. Otherwise, the best design point and information on the design trade-offs from the exploration phase are used to formulate and solve an optimization problem. In our approach design exploration results are presented as curves of system performance functions versus selected parameters, and as Pareto curves of optimal trade-off between two most important performance measures.

This stage requires integration of different tools, including commercial and experimental problem-specific software. We created an experimental environment SCAD, tailoring the ideas developed earlier in the Generic System for Statistical Improvement of Performance – GOSSIP [44]. SCAD can perform stochastic or deterministic exploration of the design space (see also example in sec. 3.3).

In the course of calculations an engineer may check validity of the models used, find the most influential design parameters $x$ and determine basic design trade-offs. For the optimization-based design it is crucial to formulate design figures of merits $f=(f_1, f_2, \ldots, f_n)^T$. Typically, each objective $f_i$ is a result of some numerical processing of raw time responses. Simple examples are: minimum, maximum or peak-to-peak values of a response; more complex are power related (e.g. efficiency) or harmonic distortion measures. Then for each $f_i$ the designer specifies the target values or a set of bounds that determine feasibility of a particular design parameter set. Altogether we obtain a multiple-objective optimization problem that can be solved with a specialized optimizer or with a least-squares, generalized least $p$-th function [44] or mini-max optimizer. If the goal is to find the set of design parameters $x$ and for each function $f_i(x)$ it is possible to formulate two levels: $u_i$ - the largest acceptable value, and $l_i$ - the desirable value, then the scalar quality factor can have the form:

$$F(x) = \max_i \frac{f_i(x) - l_i}{u_i - l_i}.$$  (5)

In optimization-based design the design parameters do not necessarily coincide with a set of parameters of circuit model, because some design parameters may influence values of several circuit parameters (e.g. some parameters track each other). Furthermore, changing the circuit simulator (to move from an idealized switch model to a more realistic one) requires changes of computer representation of the input data. To make our MATLAB-based SCAD software flexible the computational structure shown in Fig. 2 was used, patterned after that of GOSSIP [42]. Pre-processor converts designable parameter vector to the input file of currently selected circuit simulator, while post-processor transforms the output file (or files) to a set of scalar figures of merit $f$. The post-processing is in fact done in two steps. First a data converter extracts from the raw output file tables of raw responses. Then MATLAB M-functions (developed by the user) extract figures of merit and produce the vector of figures of merit $f$.

The SCAD environment supports the following modes of operation:

1. Evaluation of selected design performance measures and figures of merit for a range of values of one or two design parameters at a time. From visualization a designer can learn dependencies between performance measures (trade-off), and dependencies of these measures on design parameters. Even experienced designers can gain from such an analysis of design properties.

2. A generalized Latin square experiment [69] can be automatically set up to investigate dependence of performance measures on numerous design parameters. The goal is to eliminate large number of design parameters from further consideration, and leave the most influential ones. In fact after this experiment more detailed examination (as in p. 1) can be setup. Such a sequence of steps can be suggested for new circuit topologies, when engineering experience is insufficient to guarantee appropriate selection of most influential design parameters.

3. Multi-objective design optimization (generalized least-squares or mini-max) can be performed using MATLAB’s Optimization Toolbox. Transformation of performance measures to figures of merit is done according to (5) [44].
The user weights importance of different performance measures by selection of two levels: $u_i$ – the largest acceptable value, and $l_i$ – the desirable value. Optimizer tries to decrease each $f_i$ below $u_i$ until $l_i$ is reached. Control of trade-offs with $l_i$ and $u_i$ is thus performed using design specific satisfaction levels, not abstract weighting coefficients – as is typical in such a case.

Our MATLAB-based design environment SCAD blends well established and proven design automation ideas of multi-layer simulation, design of experiments and multi-criteria optimization. It should be underlined, that such an approach is novel in switch-mode power circuits practice.

III. DESIGN EXAMPLE

As an illustrative example we design the class-D voltage-switching resonant power amplifier. It explains the proposed multi-layer design methodology and shows the features and drawbacks of the developed or adapted software tools.

We assume that the amplifier should deliver an approximately sinusoidal 1MHz signal of power 100W ($\pm 10\%$) to the load resistance when DC supply voltage is 95V. The value of load resistance $R_l=18\Omega$ is assumed. Small harmonic distortions of the output voltage are acceptable (THD$\leq 5\%$).

A. Properties of the Considered Amplifier

It is a push-pull circuit (Fig. 3); transistors $T_1$, $T_2$ operating in non-ZVS and ZCS mode are driven alternatively by a periodic input signal [11], [25]. The output circuit is a selective series-resonant circuit with the resonant frequency equal to the input-signal frequency. Because the load impedance transformation is not required we applied a simple series $R_l$, $C$ circuit (Fig. 3). The output current and voltage across $R_l$ are approximately sinusoidal if the loaded quality factor $Q_l$ is sufficiently high ($Q_l > 3$).

Efficiency of the class D voltage-switching amplifiers is limited by losses in coil $L$ and capacitor $C$, as well as conduction and switching losses in transistors $T_1$, $T_2$. Switching losses result from charging and discharging output capacitances of $T_1$, $T_2$ [25], and can also be generated by cross-conduction current pulses in $T_1$, $T_2$ (if gate driving voltage waveforms $v_{GOS1}$, $v_{GOS2}$ overlap [11], [25]) The overlapping gate voltages can be caused by the Miller’s effect or by a high rate of rise of drain-source voltage (in the class D amplifiers with MOSFETs) [21], [25]. Switching losses resulting from cross-conduction current are high and can destroy power transistors. In a correctly designed class D resonant amplifier they have to be eliminated (assuring ZCS turn on and turn off of the transistors).

Harmonic distortions in the output voltage and current depend on the frequency response of the output $R_l$, $L$, $C$ circuit. For a simple series resonant circuit frequency response is a function of the loaded quality factor $Q_l=\omega C L / R_l$. Thus, in the analyzed amplifier (Fig. 3) the ratio of the $n$-th odd harmonic amplitude $I_{on}$ of the output current (voltage) to the amplitude of the first harmonic $I_{o1}$ is equal to

$$I_{on} = \frac{U_{on}}{U_{o1}} = \frac{1}{\sqrt{\pi^2 + Q_l^2\left(n^2 - 1\right)^2}},$$

where $n=1, 3, 5, 7, \ldots$ (even harmonics cancel).

B. First Stage – Initial Engineering Design

The first step of design of the class D amplifier is based on the idealized model of switching transistors (Fig. 1a, Fig. 4a) and a high value of $Q_l$ is used. These simplifying assumptions allow for calculation, using a scientific calculator only, approximate values of $R_l$, $L$, $C$ and amplitude $I_o$ of the output current $i_o$ for the required values of the output power $P_o$, supply voltage $V_s$, operating frequency $f_o$, and loaded quality factor $Q_l$. Assuming $Q_l=5$ we obtain:

$$R_l \approx \frac{2}{2P_o} = 18.288\Omega , \quad L = \frac{Q_{L} R_{L}}{2 \pi f_o} = 14.553\mu \text{H}$$

$$C = \frac{1}{4\pi^2 f_o^2 L} = 1.7405\text{nF}, \quad I_o = \frac{V_s}{\pi R_l} = 3.307\text{A}.$$ (7)

In the amplifier we used $L=14\mu\text{H}$ coil with $Q_o \geq 170$ at 1MHz (series resistance $r_s=0.52\Omega$), $C=1.809\text{nF}$, and load resistance $R_l=18\Omega$. Efficiency of the resonant circuit is sufficiently high ($\eta_o=97.1\%$). Total harmonic distortion of the output current and voltage can be numerically calculated using (6). For $Q_l=5$ we obtain THD$\geq 2.7\%$.

Values of $V_s$, $I_o$ help to choose type of the power transistor. The maximum drain-source voltage must satisfy the condition: $v_{DS\text{max}} > V_s$, and maximum continuous drain current $I_{DS\text{max}} > I_o / \pi$. For this, the following 100V low-cost switching power transistors can be considered: IRF510, IRF520, IRF530.

In the second step of design (Fig. 1b, Fig. 4b) we take into consideration conduction and switching losses in the amplifier operating without cross-conduction current. The following parameters are calculated:

a) Amplitude of the output current and output power

$$I_o = \frac{2 V_s}{\pi (R_l + r_s + R_{\text{on}})},$$

$$P_o = \frac{1}{2} R_l I_o^2.$$ (9)

b) Power losses in $L$

$$P_L = \frac{1}{2} r_s I_o^2.$$ (10)

c) Conduction and switching losses in transistors

$$P_{\text{Ctot}} = \frac{1}{2} R_{\text{on}} I_o^2.$$ (11)

$$P_{\text{S\text{Whit}}} = 2 f_o C_o V_s^2.$$ (12)
Using (9 - 12) we obtain power efficiency of the amplifier

$$\eta_D = \frac{P_o}{P_i + P_{Cot} + P_{SWtot} + P_L}.$$  \hspace{1cm} (13)

The values of $i_{DS}$, $P_i$, $P_o$, $P_{Cot}$, $P_{SWtot}$ and $\eta_D$ calculated for transistors IRF 510, IRF520, IRF 530 are in Table 1. The required output power can be ensured only by IRF520 and IRF530 transistors. For further analysis and design transistor IRF530 has been selected to secure the highest output power.

C. Second Stage – Simulation on Idealized Switch Level

The initial design of the amplifier with two transistors IRF530 has been simulated by the ideal-switch-level simulator SWITCH-I using the model of Fig. 4b. Steady-state plots of switch current ($i_{DS}=3.266\, \text{A}$) and the areas of parasitic Dirac impulses ($Q_{SW}=55.1\, \text{mC}$) are presented in Fig. 5. The computed amplitudes of output current $I_O$ and the power $P_O$ are a little bit larger then those obtained by (8,9). Conduction losses may be estimated using the value of $I_O$ obtained by simulation and formula (11). On the contrary, switching losses caused by charging and discharging output capacitances of both power transistors are obtained exactly

$$P_{SW} = f_OQ_{SW} V_S = 5.234\, \text{W}.$$  \hspace{1cm} (14)

In the second-cut design the value of capacitance $C_S$ bypassing the supply (Fig. 6) is to be chosen. A minimum value of $C_S$ providing 1% h.f. ripples in the supply voltage is [36]

$$C_{Smin} \geq \frac{5.6}{f_O R_L} = 0.31\, \mu\text{F}.$$  \hspace{1cm} (15)

The above assumed situation (no cross-conduction current) depends on the parameters of power transistors and gate driving circuits. Therefore, the next step is designing the gate driving circuits. Let us assume a typical gate driving circuit (Fig. 6). It consists of a driving generator (equivalent parameters $\epsilon_{GS}$, $\epsilon_{DS}$), a coupling transformer $T_R$ with two secondary windings and clamping circuits ($C_1$, $C_2$, $R_{GS1}$, $R_{GS2}$ and diodes $D_1$, $D_2$). Let us assume that BAT 18 Schottky diodes are used and the circuits $C_1$, $R_{GS1}$ and $C_2$, $R_{GS2}$ do not distort rectangular gate-source pulses

$$R_{GS1}C_1 = R_{GS2}C_2 \gg 0.5f_O T_O = 500\, \text{ns}.$$  \hspace{1cm} (16)

![Fig. 4. Models of the 1MHz class-D resonant amplifier; a) loss-less model of transistors with idealized switches for the first-cut design, b) model with capacitances used by simulator SWITCH-1, c) model with conduction losses and switching losses used for the second-cut design.](image)

![Fig. 5. Current through switch $S_1$ for the model from Fig. 4c calculated using simulator SWITCH-1.](image)

### Table 1

<table>
<thead>
<tr>
<th>Transistor</th>
<th>$P_{SWtot}$</th>
<th>$f_{DS}$</th>
<th>$R_{on}$</th>
<th>$C_0$</th>
<th>$i_{DS}$</th>
<th>$P_O$</th>
<th>$P_{Cot}$</th>
<th>$P_{SWtot}$</th>
<th>$\eta_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRF510</td>
<td>33</td>
<td>4.9</td>
<td>0.76</td>
<td>80</td>
<td>3.137</td>
<td>88.56</td>
<td>3.739</td>
<td>1.444</td>
<td>91.96</td>
</tr>
<tr>
<td>IRF520</td>
<td>46</td>
<td>8.0</td>
<td>0.38</td>
<td>180</td>
<td>3.200</td>
<td>92.16</td>
<td>1.946</td>
<td>3.249</td>
<td>92.14</td>
</tr>
<tr>
<td>IRF530</td>
<td>67</td>
<td>12.2</td>
<td>0.24</td>
<td>290</td>
<td>3.224</td>
<td>93.56</td>
<td>1.247</td>
<td>5.234</td>
<td>91.06</td>
</tr>
</tbody>
</table>

Transistor parameters $P_{SWtot}$ and $f_{DS}$ for $t_c=60^\circ\text{C}$, $R_{on}$ – for $t_c=80^\circ\text{C}$. $C_0$ is the equivalent linear large-signal output capacitance calculated for $V_{DS}$ variations in the range 0 – 100 V.
D. Third Stage – Physical Simulation and Improvement

The gate-source driving voltage waveforms of $T_1$, $T_2$ are complex functions of the amplifier designable parameters, particularly in the ON and OFF transition instances. The waveforms are distorted due to non-ideal coupling transformer $Tr$ (specifically its leakage inductance). In a correctly designed amplifier components should be adjusted to avoid cross-conduction current through $T_1$, $T_2$. In the initial design it is difficult to check it. This problem can be resolved by using the full physical model of power transistors. In the SPICE simulation driving waveforms and some parasitic components can be incorporated (e.g. leakage inductances, main inductance and series resistances of the transformer) but it offers only the transient analysis. The quality factor of the output resonant circuits is high ($Q=5$) and it can be assumed that waveforms generated by PSPICE during simulation .TRAN can be regarded as the steady state after 300 periods ($300\mu s$).

The driving waveforms $v_{GS1}$, $v_{GS2}$ (Fig. 7) can be corrected by series or parallel dumping resistances in the gate driving circuit, e.g. shunt resistors $R_{GS1}$, $R_{GS2}$, Fig. 6. We try to adjust resistances $R_{GS1}$, $R_{GS2}$ to avoid a cross-conduction current for the assumed parameters of the driving signal source ($e_g$, $r_g$) and the coupling transformer $Tr$ leakage inductance $L_l$.

The first simulation was carried out for $R_{GS1}=R_{GS2}=1\,\Omega$, $C_1=C_2=0.33\mu F$, and the rectangular 0.5 duty cycle driving voltage $e_g(t)$ – Fig. 6. The leakage inductance of the transformer $Tr$ was assumed $L_l=0.15\mu H$, the main inductance - $L_m= 22\mu H$. These values are typical in a bifilar-wound ferrite 1MHz transformer used in the discussed amplifier. The output resistance of the driving signal source was $r_g=5\,\Omega$ - a typical value of MIC4423 driver. The peak-to-peak value of $e_g(t)$ was $E_g=10V$.

SPICE results (Figs. 7a,b,c) show that for these conditions pulses of the cross-conduction current through the power transistors are high (8A), causing high losses (38.0W in both transistors) and low efficiency (69.8%). These conditions cannot be accepted, although the output power is correct (94.1W).

The second simulation was performed for the modified input circuit of the analyzed amplifier. Instead of the single 0.5 duty cycle generator $e_g$, $r_g$ and 3-wire transformer $Tr$ (Fig. 6) two $\pi$-phase shifted gate-drive generators with 45ns dead time were used (and two coupling 1:1 transformers with $L_l=0.15\mu H$). Values of $E_g$, $r_g$, $R_{GS1}$, $R_{GS2}$, $C_1$, $C_2$ remained the same. The results (Fig. 7f) show that for $R_{GS1}=R_{GS2}=1\,\Omega$, $C_1=C_2=0.33\mu F$ dead time cannot eliminate cross-conduction current pulses. Losses slightly increased (43.0W) and efficiency decreased (67.2%). This effect is caused by the parasitic gate pulses resulting from differentiation of the rising edge of the drain-source voltage by the transistor gate-drain capacitance (Figs. 7d, e). These pulses can be reduced in two ways: by decreasing the slope of drain-source voltage (class DE operation) or by decreasing internal resistance of the gate-drive circuit.
The third simulation was for the modified, more complicated gate-drive circuit (with two π-phase shifted gate-drive generators and 45ns dead time) and \( R_{GS1}, R_{GS2} \) reduced ten times, i.e. to 100Ω. For these values parameters were satisfactory: \( P_O = 93.14W, \eta_D = 92.1\% \).

The fourth simulation was performed for the basic simple gate-drive circuit (Fig. 6) with \( R_{GS1}, R_{GS2} \) equal to 100Ω. This decreased the cross conduction current pulses (Figs. 7g, h, i), reducing losses in power transistors to

\[
P_{D\text{loss}} = 6.214W, \quad (17)
\]

and increasing efficiency to

\[
\eta_D = 91.69\%. \quad (18)
\]

The output power equals

\[
P_O = 93.81W. \quad (19)
\]

These values are close to the values calculated in the initial design (see Table 1, IRF 530) and satisfy the design specifications. This fact confirms that the presented initial-design of the Class-D amplifier (Section IIIB) was correct.

Effects of parasitic inductances in the amplifier were tested in the subsequent simulations. These simulations proved that even a very low inductance (e.g. 50 - 100nH) connected in series with the drain or source changes notably voltage and current waveforms in the amplifier. In particular, parasitic inductance of the transistor source connection (marked by \( x \) in Fig. 6) must be as low as possible.

Effects of non-ideal 0.5 duty cycle of the driving voltage \( e_g(t) \) (Fig. 6) were also investigated. Simulations proved that small inaccuracy of this parameter (0.45–0.55) does not disturb the amplifier operation: output power was at least \( P_{O\text{min}} = 90.6W, \) efficiency above \( \eta_{O\text{min}} = 91.5\%, \) and THD below 3.6%.

E. Fourth Stage - Optimization-based Design Improvement

The values of \( \eta_D \) (18) and \( P_O \) (19) are acceptable but we are not sure whether these parameters cannot be increased. Besides, by decreasing resistances \( R_{GS1}, R_{GS2} \) we increased the drive power delivered by the generator and reduced power gain of the amplifier. Adjustment of component values that optimize the amplifier properties using SPICE simulations is possible.

\[
P_{O\text{max}} = \eta_D \approx 94.6W, \eta = 91.3\% \]

(Fig. 8) were also investigated. Simulations proved that small inaccuracy of this parameter (0.45–0.55) does not disturb the amplifier operation: output power was at least \( P_{O\text{min}} = 90.6W, \) efficiency above \( \eta_{O\text{min}} = 91.5\%, \) and THD below 3.6%.

SCAD software can also be used for optimization-based design of the amplifier. We propose the bi-objective Pareto maximization of the output power \( P_O \) and the efficiency \( \eta_D \) equivalent to the solution of the scalar problems with parametrized \( \eta_D \).

\[
\max \{ P_O | \eta_D < \eta_{D\text{th}} \} \quad (21)
\]

SCAD solution of (21) gives a final solution in the form of the Pareto curve shown in Fig. 9a accompanied with the optimal relation of \( G_P \) versus efficiency \( \eta_D \) in Fig. 9b. A set of optimal parameter values \( R_{GS}, E_g \) are collected in the caption of Fig. 9. We observe a trade-off between output power and efficiency. A maximal output power can be achieved only with unacceptably low efficiency and power gain levels. Hence, a final selection of one point on the Pareto curve is a designer decision.

In our design to increase power gain the following parameters giving a small decrease of the output power have been selected: \( R_{GS} = 100.2Ω, \) \( E_g = 10.5V, \) \( P_O = 94.6W, \) \( \eta_D = 91.3\%, \) \( G_P = 112.7W/Ω \) (point A on the curve in Fig. 9).

F. Experimental Verification

The designed Class-D amplifier (Fig. 6) was built and tested to verify the presented design procedure. In the resonant circuit a large coreless toroidal coil and 4 connected in parallel ceramic high-frequency capacitors were applied. Measured loaded quality factor of this circuit was high (\( Q_L = 170 \)) and the self-resonance frequency of the coil was \( f_{res} = 12.8MHz \).

The gate-source resistances were fixed at the value \( R_{GS} = 100Ω \) and the peak-peak voltage of the driving generator was \( E_g = 10.5V. \)
The amplifier was assembled on a double-sided printed circuit board with one conducting surface used as the ground. The dc supply $V_D$ is bypassed (C5, Fig.6) by two 0.1μF ceramic and two 0.47μF polypropylene capacitors. Transistors $T_1$, $T_2$ and bypassing capacitors were mounted on opposite sides of the printed circuit board and connections between these components were made short and wide. In this way parasitic inductance of $T_1$, $T_2$, $C_3$ mesh was minimized.

The experiments confirm that the designed amplifier operates correctly without parasitic oscillations. Waveforms measured from the prototype (Fig.10) are very similar to the waveform obtained from SPICE (Fig. 7).

The measured output voltage was $V_O=41.5V$ (rms) and power supply – $P_S=104.1W$. The output power was $P_O=95.7W$ which results in the amplifier efficiency $\eta_D=91.9\%$.

Powers dissipated in both transistors were measured independently using the thermal method: $P_{Diss}=7.6W$. Thus, considering the loaded quality factor ($Q_L=5$) and the quality factor of the inductance ($Q_D=170$) the more accurate estimation of the total efficiency is

$$\eta_T = \left(1 - \frac{Q_L}{Q_D}\right) \frac{P_S - P_{Diss}}{P_S} \geq 90.0\%.$$  

The measured values of the amplifier parameters are close to the results of the PSPICE simulations (18, 19), to the initial design (8, 12) (due to the elimination of cross-conduction current) and to the slightly improved optimized design (Fig.9).

IV. CONCLUSIONS

The paper presents a multi-layer methodology to the design of switch-mode power circuits. It discusses modeling, simulation, design exploration, multi-objective optimization, and experimental verification. Models of switching active elements on different levels of complexity have been exploited.

A four-layer approach to the switch-mode power circuit design has been proposed and explored. First, idealized models of switching elements and simple engineering formulae produce a design far from optimal. Then on the second layer SWITCH simulator has been used. Also other similar simulators are available, one of advantages of our SWITCH simulator is implementation of the secant algorithm for the steady state. Idealized models of switches considerably reduce simulation time. Our experience has shown (see the design example) that results from such a simulation roughly reflect circuit operation and enable cheap elimination of unacceptable designs and selection of the best engineering ideas as a good starting point for further interactive and then optimization-based design improvement.

At the second layer a more exact simulation, based on physical models, is applied. SPICE-type simulators analyze them with large computational effort, especially in the neighborhood of critical switching instances. This layer has provided computer verification and improvement of our initial design.

At the most advanced fourth layer we have proposed an improvement of the design obtained from the layer three, based on multi-objective SCAD optimization. This software provides design exploration and curves of optimal trade-offs which can be used by the designer as a support of his decision. Efficiency and convenience of this software in engineering practice has been confirmed in Section III.

The proposed methodology and software tools significantly reduce expensive and labor-consuming experimental design procedure based on SPICE-like simulation and empirical improvement of the built prototype. On the second layer SWITCH-like simulation eliminates about 80% of simulation time. The third layer is time-consuming but due to the efficient first layer it can be limited to a small number of good initial designs. The fourth layer is very fast comparing with
equivalent SPICE-based interactive procedure, where curves of optimal trade-offs are unavailable. Crucial point of the third layer simulation and the fourth layer optimization is availability of accurate, reliable transistor models. Though physical models of switching transistors are of quite high numerical complexity this computer optimization is of extremely small time-consumption comparing to experimental optimization where designers have to assemble all circuit prototypes of and increase their quality experimentally.

A final conclusion is that according to the introduced four-layer design procedure a class-D resonant amplifier has been successfully designed, with the final values of parameters being a good compromise between several quality criteria (confirmed by measurements of an experimental real circuit).

We have shown that even the basic simple circuit provided very good features comparable to the class-E and class-DE amplifiers.
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