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dynamic time warping is a standard algorithm used for matching time series irrespective of local tempo variations. its application in the context of query-by-humming interface to multimedia databases requires providing the transposition independence, which involves some additional, sometimes computationally expensive processing and may not guarantee the success, e.g., in the presence of a pitch trend or accidental key changes.

the method of tune following, proposed in this paper, enables solving the pitch alignment problem in an adaptive way inspired by the human ability of ignoring typical errors occurring in sung melodies. the experimental validation performed on the database containing 4431 queries and over 5000 templates confirmed the enhancement introduced by the proposed algorithm in terms of the global recognition rate.
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1. introduction

the impressive diversity of methods and goals formulated in the area of music information retrieval (mir) reflects the intrinsic complexity of our perception of music and of music itself. out of the many research issues considered in the field, the problem of query specification for content-based music retrieval has been attracting significant attention for years.

among many proposed solutions, such as query by tapping, pitch contour specification with parsons code or various forms of simplified musical notation, the query by singing/humming (qbsh) interface is perhaps one of the most natural approaches to searching for a piece of music in multimedia databases.

the main issue in qbsh problem is basically melody matching where the melody is understood as a sequence of notes with given pitches and durations. the database entities (templates) are often given already in this form, although it should be noted that identification of representative fragments (głaczyński, lukanik, 2013) and melody extraction (salamon, gómez, 2012; lau et al., 2005) from original music files is a far from trivial task itself.

converting the user’s input – a sung or hummed melody – into a sequence of pitch values, referred to as a pitch vector, is a typical preliminary step of processing. many pitch detection algorithms (pda) are available for this purpose (dziubinski, kostek, 2005; gerhard, 2003; boersma, 1993), so a reliable representation may be usually obtained even in a relatively noisy environment. the potential problems involved here include the frequency resolution and precision of the pda (usually of minor significance in the qbsh task), octave errors (may occasionally become an issue), and the imprecision of the sung query itself, which is one of the main sources of confusion in practice.

the precise onset time and duration of a note are more difficult to be unambiguously determined. this is a point at which the approaches used for solving the qbsh problem may be roughly divided into two main groups.

note-based approaches. these methods aim at obtaining a reliable note segmentation with respect to the pitch and temporal parameters. their greatest advantage is a compact representation allowing for efficient melody searching with string matching algorithms (ghias et al., 1995). the methods proposed here include edit distance computation based on note insertion/deletion/replacement cost (mcnab et al., 1996), transportation distances such as the earth mover distance (emd) (typke et al., 2007; huang et al., 2008) and n-grams matching (uitdenboer...
introduced the DTW as an effective solution in the speech processing task. The fundamental concepts laid out there have been later used with slight modifications in many fields of artificial intelligence and data mining, including audio and video stream monitoring, biomedical signal inspection, financial data analysis, human motion and gesture recognition (Sakurai et al., 2007; Keogh, 2002). The variants of the method include full sequence matching (Sakoe, Chiba, 1978) and subsequence matching (Sakurai et al., 2007; Lijffijt et al., 2010). Efficient indexing techniques allowing to significantly reduce the searching time in large databases were introduced by Keogh (2002) and applied in the Musical Information Retrieval context by Zhu and Shasha (2003) and Lau et al. (2005). Several solutions regarding the speed vs accuracy trade-off have been proposed, including iterative deepening (Adams et al., 2005), Windowed Time Warping (MacRae, Dixon, 2010), and FastDTW (Salvador, Chan, 2004). The application of several variants of the DTW algorithm for the QbSH problem has been addressed in numerous works, including Jang and Lee (2001), Lijffijt et al. (2010), Yu et al. (2008), Jeon and Ma (2011), and Wang et al. (2008).

2.2. The fundamentals of Dynamic Time Warping

Let $q_j$ denote the pitch value in the $j$-th frame of the query pitch vector $q$, where $j = 1, 2, ..., J$. Similarly, $t_i$ represents the $i$-th frame of the template $t$, where $i = 1, 2, ..., I$. The Euclidean distance between the two:

$$d_{\text{Euclid}}(q, t) = \sqrt{\sum_{i} |q_i - t_i|^2}, \quad (1)$$

may be computed only if the size of the two vectors is the same, which is typically not the case. Moreover, reinterpolating the sequences linearly to the same length may not be sufficient in the presence of local tempo variations (Fig. 1).

The solution is to scale the time domain of the sequences with a proper warping function so that the corresponding frames are properly matched.
The warping function may be represented on the $i$-$j$ plane by a path, i.e., a sequence of points $c(1), c(2), \ldots, c(K)$, where $c(k) = (i(k), j(k))$ (Fig. 3). Every path is assigned a cost:

$$E = \sum_{k=1}^{K} d(c(k)), \quad (2)$$

where the cost of matching an individual point $c(k)$ may be defined as:

$$d(c(k)) = d(i, j) = |q_{j(k)} - t_{i(k)}|. \quad (3)$$

The DTW algorithm, finding the optimal path in the sense of minimization of Eq. (2), is based on the dynamic programming (DP) principle. The $i$-$j$ plane is represented as a two-dimensional array $g$. Every element $g[i, j]$ is assigned a minimal cost of reaching the point $(i, j)$ from the beginning point $c(1) = (1, 1)$:

$$\forall i=1, 2, \ldots, I, j=1, 2, \ldots, J \quad g[i, j] = d(i, j) + \min \begin{cases} g[i-1, j] \\ g[i-1, j-1] \\ g[i, j-1] \end{cases}, \quad (4)$$

with the boundary conditions:

$$g[0, 0] = 0, \quad g[0, j] = \infty, \quad \text{for } j = 1, 2, \ldots, J, \quad (5)$$
$$g[i, 0] = \infty, \quad \text{for } i = 1, 2, \ldots, I.$$

After computing all the values of the array $g$, the total cost of the optimal path is found in $g[I, J]$. This value is typically multiplied by $(I + J) - 1$ to allow comparisons between queries of different lengths.

The DP-equation (4) is a simple variant most often found in literature (Sakurai et al., 2007; Keogh, 2002). Several more sophisticated variants incorporating local slope constraints and weighting coefficients were initially proposed by Sakoe and Chiba (1978). Global constraints in the form of the Sakoe and Chiba band (Sakoe, Chiba, 1978) or Itakura parallelogram (Itakura, 1975) are also often applied (Fig. 4). The general role of the constraints is to limit the area of the $i$-$j$ plane under consideration in order to speed up computations and to reduce the risk of “pathological warping” of the sequences. Global constraints also play a fundamental role in efficient indexing techniques introduced by Keogh (2002).
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After computing all the values of the array $g$, the total cost of the optimal path is found in $g[I, J]$. This value is typically multiplied by $(I + J) - 1$ to allow comparisons between queries of different lengths.
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The boundary conditions may be modified to allow for a situation when only a fragment of one sequence is to be matched against the second one. This is generally a subsequence matching problem in which the compared sequences may not start at the same position and/or end at the same position (Sakurai et al., 2007).

### 2.3. Melody matching

In a typical approach, the query sung by a user is matched against a database consisting of a collection of MIDI files. The templates from the database are converted, similarly to the query, to the form of pitch vectors, expressed in MIDI note numbers rather than as frequency values in Hz. The conversion is straightforward in the case of the MIDI files and always yields unambiguous results. On the other hand, query pitch
vectors often need some clean-up to decrease the influence of noise, octave errors, etc., and they generally represent the intended melody only approximately. Many users sing out of tune and they cannot sing with sufficient precision, especially in case of bigger intervals (Yang et al., 2010).

The general problem which is addressed in this work is how to match a melody sung in a different key than in the template. There exist several approaches to deal with this issue. Many researchers use a simple method of subtracting the mean pitch from the whole sequence (Jeon, Ma et al., 2011). The problem occurs when the melody represented in a query is only a part of the template, or vice versa, in which case subtracting the mean is of no use.

In a different approach the melody may be represented in the form of relative changes of consecutive pitches (differential/delta representation) (Jang et al., 2011). This eliminates the problem but representing raw pitch vectors in this form often yields poor results. In this case the MIDI-based templates consist mostly of zeroes with non-zero values only at the points of note transitions. On the other hand, the note transitions in a query may be spread over several frames, which makes the true comparison impossible.

An effective alternative may be to repeat the matching procedure several times with different transpositions of the query pitch vector. The query may be transposed by, e.g., all possible numbers of semitones within the octave (Yu et al., 2008) or from −5 to +5 semitones in half-of-the-semitone steps (Jang et al., 2011). Various numbers of repetitions may be considered but in any way this is clearly a brute-force approach which increases the computational complexity significantly. Another problem which is still not solved is that the transposition may appear within the query when the user fails to sing an interval (usually a greater one) precisely and continues in a different key.

A solution proposed in this work is to try to follow the melody of the template by gradually decreasing the difference between the query and the template. This is intended to resemble the way in which humans follow the known melody irrespective of pitch inaccuracies and key changes.

3. The proposed algorithm

The input query pitch vector \( \mathbf{q}_{\text{raw}} \) is obtained from audio data sampled at 8kHz, with the non-overlapped frame size of 256 samples. It is first preprocessed in order to obtain a smooth melody line without large jumps and unvoiced fragments. The preprocessing includes the following steps:

1. The leading and trailing unvoiced fragments, denoted by the pitch detection algorithm as “0”, are removed.

2. The median of the remaining data is computed and all the pitch values distant from the median by more than a given threshold \( T_1 \) are marked as unvoiced, i.e., set to zero. This may help in the case of poor quality of the input data resulting from noise or from errors introduced by the pitch detection algorithm. The quality of the database used in the experiments made this correction necessary in 1% of the queries for \( T_1 = 24 \) semitones.

3. For the same reason the maximum jump between two consecutive frames can not exceed the threshold \( T_2 \). Setting \( T_2 = 14 \) semitones resulted in 3.8% corrected files.

4. Every unvoiced frame is set to the pitch value of the last voiced frame. In this way one continuous melody is obtained, without any breaks resulting from breathing or articulation. It should be noted that this operation also leads to rejecting some potentially useful information about the rhythm and beat.

5. Median filter of the order of 9 frames is applied to smooth the pitch contour. Preliminary experiments showed that it enhances the recognition results significantly.

The smoothed query pitch vector \( \mathbf{q} \) is then compared with all the templates from the database. For every template \( \mathbf{t} \) the pitch difference \( d_{\text{beg}} \) between the beginnings of the query and the template is computed and then subtracted from all the elements of the query pitch vector:

\[
\forall j = 1, 2, \ldots, J \quad q_j := q_j - d_{\text{beg}},
\]

where \( J \) is the length of \( \mathbf{q} \) after preprocessing.

This makes both sequences start in the same key. In practice, the value of \( d_{\text{beg}} \) is computed as:

\[
d_{\text{beg}} = \frac{q_2 + q_3}{2} - \frac{t_2 + t_3}{2}.
\]

The first pitch value may be unreliable, so it is rejected and the mean of the next two is taken into account.

As the database used for the experiments contained only queries sung from the beginning, this procedure enabled to obtain good matching results with the standard DTW algorithm described in Subsec. 2.2. On the other hand, the queries from the database often ended in arbitrary positions with respect to the template sequences, so using the arithmetic mean computed for all the values of \( \mathbf{q} \) and \( \mathbf{t} \) instead of \( d_{\text{beg}} \) in (6) yielded poor results.

In a separate set of preliminary experiments the influence of DTW constraints on the recognition results has been tested. It has been found that setting the slope constraint condition \( P = 1/2 \), as defined by Sakoe and Chiba (1978), yielded the best results.
Having the beginning of the query shifted properly along the frequency axis, one has to deal with transpositions possibly occurring later in the course of the query (Fig. 5). For this purpose the standard DTW procedure is applied first to find the warping function aligning the query and the current template. Going along the path on the $i-j$ plane defined by the warping function, the procedure defined by the block diagram in Fig. 6 is applied. The resulting signal $\hat{q}$ is a version of $q$ modified to follow the pitch values defined by the template $t$. This process is controlled by the parameter $\alpha \in (0, 1]$. The greater the value of $\alpha$, the faster will the pitch of the query be aligned with the template. The final value of $\alpha = 0.05$ was used in the experiments.

Fig. 5. Example of a transposition (Old McDonald had a farm). The first 17 samples of the template (light) and the median-filtered query (dark) are in tune. Most of the remaining part of the query is one-two semitones below the template.

The example with the same query and template sequences as in Fig. 5 is shown in Fig. 7. The enhancement introduced by the tune-following procedure is clearly visible. In most places the distance between the sequences decreased and two fragments in the second half of the query got tuned to the template exactly. It should be noted that both Fig. 5 and Fig. 7 present the aligned, i.e., time-warped version of the sequences.

The final matching cost is then computed for the sequence $\hat{q}$ with formula (2). One important thing that should be noted here is that although this cost is lower in comparison with the standard DTW algorithm for the matching template, it can also be lower for the non-matching ones. The fundamental question is whether the proposed tune-following procedure is able to make the matching template win easier in the competition with the others despite the fact that all of them may benefit from its application. In the following section the test results supporting a positive answer to this question will be presented.

It should also be noted that the computational complexity of the presented approach is not significantly increased with respect to the standard DTW algorithm. This results from the fact that adjusting the pitch of the query and computing the updated matching cost is performed as a post-processing step on the already found optimal path. The time complexity of this step is therefore linear, in contrast to the standard DTW which has the complexity of $O(I \cdot J)$. In fact, any method yielding the proper time-warping of the query may be used prior to the tune-following procedure. Hence, many approaches targeted at speeding up the matching process (cf. Subsec. 2.1) may be used instead of the plain DTW algorithm in the context of the system proposed hereby. For example, data dimensionality reduction and application of a lower bounding distance measure (Keogh, 2002; Lau et al., 2005) would allow for efficient database indexing and preselection of a relatively small set of best candidates for further processing. Only those candidates would need the DTW-based matching followed by the tune-following algorithm, thus reducing the computation time, possibly by orders of magnitude.

4. Experimental results

4.1. Database

The publicly available datasets, used in the MIREX 2013 Query by Singing/Humming evaluation task (MIREX, 2013), have been chosen to verify the proposed solution. Roger Jang’s MIR-QBSH corpus (Jang, 2009) consists of a collection of 48 popular songs (ground-truth MIDI files) to be matched against 4431 queries sung by about 200 subjects. The 48 ground-truth files are mixed with 5274 “noise” files from Essen collection (ESAC-DATA, 2009).
4.2. Testing procedure and results

Each of the 4431 queries was compared with all of the 48 5274 template files, one of which was the correct one. For every query \( q \), all the templates were ordered by their DTW distance from \( q \). According to the rules used in the MIREX evaluation, a search was treated as successful when the correct template was the first one on the list of DTW distances. For every query \( q \), all the template files were reordered and retrieved, one of which was the correct template. The obtained results are presented in Table 2.

Additionally, the number of cases when the correct template was the first one on the list of DTW distances was also recorded (the Best Hit Score column). The last column displays the mean relative difference between the first and the second file on the list:

\[
\delta = \frac{1}{N} \sum_{n=1}^{N} \frac{E_p^{(n)} - E_1^{(n)}}{E_1^{(n)}},
\]

where the sum is computed only over those \( N \) queries for which the best hit was the correct one (\( N = 2109 \) or 2455, respectively). The value \( E_p^{(n)} \) denotes the DTW matching cost for the \( n \)-th query and the template located at \( p \)-th position on the list, i.e., the value \( E_1 \) represents the score of the template best matching the \( n \)-th query (naturally, \( E_1^{(n)} < E_2^{(n)} \)).

The character of changes introduced by the proposed algorithm may be better assessed on an example of a single query shown in Table 2. The correct template was found to be the closest to the query, both with and without the tune follower (all of the remaining files come from the Essen collection). It may however be observed that the DTW distance of the first template decreased significantly, from 544.56 to 382.80, while the second template remained almost equally distant from the query (659.72 vs. 675.03). Application of the tune follower reordered the list and introduced some changes in the top-ten matching templates (e.g., file Q0095.pv appeared and Q0082.pv was removed).

4.3. Discussion

The presented results consistently show that the proposed tune-following procedure may have a positive influence on the DTW-based melody search. Although it is true that it generally makes the matching cost smaller for most of the templates, one can expect that this decrease will be more significant in the case of the correct template than for all the non-matching ones (Table 2).

This may result from the effect of accumulation of the corrections for consecutive notes. For example, when the pitch of a note sung by a user is too low with respect to the correct template then it is gradually increased by our procedure until it approaches the right tune, provided that the note is long enough (cf. Fig. 7, frames 24–39). If it is relatively short, it is at least partially corrected (Fig. 7, frames 105–110). In either case, if the note was sung too low, then it is probable that the pitch of the next note will also be too low in which case it will get corrected immediately or – at least – faster. This effect may be observed, e.g., when comparing Fig. 5 and Fig. 7. The pitch discrepancy in frames 105–110 is made significantly smaller due to correction which occurred in the previous frames.

This type of correspondence between the signs of the pitch differences in consecutive notes cannot be generally expected when comparing a query with a non-matching template. Correcting one note may result in increasing the initial difference between the next note and the template. This may even result in increasing the total matching cost, although for long notes and infrequent pitch changes the tune follower will make the query closer to most of the templates.

Further investigation revealed that the exact number of cases when the standard DTW failed to put the correct template on the first place and at the same time the proposed solution managed to do so, was equal to 493. Yet in 147 cases the opposite was true, i.e., the correct template disappeared from the first position when the tune follower was turned on. The analysis of those cases leads to some interesting conclusions which may be used to further improve the results, as demonstrated in the next section.
5. Tuning the tune follower

Melody is a special kind of time series, interpreted according to a rich set of subtle, sometimes very sophisticated semantic rules. As a result, the similarity of melodies can be only approximately assessed on the basis of their general contour. For example, changing the key from major to minor of the otherwise identical melody\(^1\), may seem much more important for a human listener than for a DTW-based matching algorithm.

The rhythm and the metric structure of a melody may also be more perceptually important and discriminative than the DTW results would suggest. The lack of correlation of the precise note onset/offset times between the query and a non-matching template may not adequately increase the DTW distance, provided that the general time-warped melody contours are similar. As the proposed tune-following procedure enhances this similarity even further, we may resort to checking whether the note changes in the template coincide with appropriate changes in the query pitch vector (after time alignment). In this way we may increase the influence of the temporal factor on the matching result.

Figure 8 presents a misaligned query with initial DTW distance equal to 746.9 which decreased to 388.29 when the tune follower was turned on. For the true correct template the corresponding values were 485.48 and 454.6, respectively. This is therefore one of those 147 “spoiled” examples in which the pitch (MIDI note number) changes, the following coefficient is computed:

\[
\eta_i = \sum_{j=i-k}^{i+k-1} q_j - \sum_{j=i-k}^{i-1} q_j,
\]

(9)

where the parameter \(k\) has been set to 3.

Naturally, the coefficient \(\eta_i\) is expected to be positive for the lower-upper note sequence in the template and negative in the other case. The second problem – what to do if these expectations are not met – is solved by adaptively modifying the \(\alpha\) parameter of the tune follower. Each time a note transition in the template is not accompanied by an appropriate one in the query, i.e., when:

\[
\eta_i(t_i - t_{i-1}) < 0,
\]

(10)

the \(\alpha\) parameter is decreased by a predefined step \(\Delta_{\text{down}}\), which will effectively make the distance between the following parts of the melodies greater. In the opposite case, when the note transitions correspond to each other, the \(\alpha\) parameter is increased by \(\Delta_{\text{up}}\).

In order to determine the proper values of the \(\Delta_{\text{up}}\) and \(\Delta_{\text{down}}\) parameters, a series of tests has been performed on the database composed of those 493 + 147 = 640 queries for which the tune follower had made the difference in the best-hit score. On the basis of the results, presented in Fig. 9, the final values: \(\Delta_{\text{up}} = 0.001\) and \(\Delta_{\text{down}} = 0.02\) have been taken.

![Fig. 9. Influence of the parameters of the adaptive tune follower on the best hit score.](image)

The disproportion in the order of magnitude of those values may be explained quite easily. It seems to result from the fact that the condition (10) holds true infrequently even in non-matching templates, so its relative significance should be greater.
On the other hand, if all note changes match in the compared melodies, the $\alpha$ parameter is increased by $\Delta_{\alpha}$ with each note transition. For this reason the initial value of $\alpha$ should be set somewhat lower as compared to the previous experiments (Sec. 4). The tests indicated the best initial $\alpha = 0.03$ and this value has been used to generate the results presented in Fig. 9.

5.2. Subsequence matching

The detailed inspection of the results presented in Sec. 4 revealed also that some templates from the Essen collection (e.g., the one shown in Fig. 8) appeared quite often as the best match for different queries. The apparent reason was their short length, leading to a situation when only the initial part of the query was matched. The database construction (Jang, 2009) allows to assume that the queries are basically shorter than the templates, so they should be matched as a whole.

In the previous experiments (Sec. 4) both asymmetries, i.e., a whole query vs beginning of the template (Fig. 10a) and a whole template vs beginning of the query (Fig. 10b), were allowed. Technically, the lowest cost value has been searched for along both the top and right sides of the DTW cost matrix $g[i,j]$ (Eq. (4)). In the following section the final similarity is computed by analysis of the top row only, which effectively means that the whole query is always matched.

![DTW cost matrices](image)

Fig. 10. DTW cost matrices (with optimal paths marked white): a) whole query vs beginning of the template; b) whole template vs beginning of the query.

5.3. Results and discussion

After having established the parameter values and decided on the whole-query approach, we have repeated the tests on the same database (Subsec. 4.1) (Table 3).

Table 3. Total number of recognized queries for the adaptive tune follower.

<table>
<thead>
<tr>
<th>Top Ten Score</th>
<th>Best Hit Score</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3507 (79.15%)</td>
<td>2936 (66.26%)</td>
<td>0.50899</td>
</tr>
</tbody>
</table>

Although rather moderate improvement (4%) may be seen in the top ten recognition score, the best hit score has increased by over 10% (cf. Table 1). This means that the proposed refinement of the tune-following procedure successfully helps to resolve ambiguities within the list of the closest matches. However, only in a relatively small fraction of cases it does help the correct template get to the list, if it had not been there.

The reason for this may lie in the database construction, which contains many very similar melodies or even duplicates in its “noise templates” part (ESAC-DATA, 2009). It may therefore happen that the top ten list for a query is populated by several variants of the same, wrong template, so that the correct one stays aside.

It is worth to note that the proposed adaptive improvement is partially based on the note-based philosophy. Hence, it may be seen as a quite significant modification of the initial DTW approach, going towards hybrid solutions to the QBSH problem.

In general, the proposed tune follower and its adaptive variant enable to efficiently refine the results without computationally complex methods such as repeating the DTW for all possible transpositions (Yu et al., 2008). It should be noted that they can be used independently from efficient indexing techniques (Zhu, Shasha, 2003; Keogh, 2002) or note-based approximate algorithms (Wang et al., 2008) to increase the speed and reliability of a QBSH-based search engine.

6. Conclusion and future works

In this work a modification of the Dynamic Time Warping procedure have been proposed to enhance the results of melody matching in the Query by Humming problem. The modification is inspired by the human ability to match melodies irrespective of the key and pitch inaccuracies. It may be stated that the proposed tune-following procedure plays a similar role for pitch alignment as the DTW does for the case of time alignment and thus it may be seen as a frequency-domain complement to DTW. Similarly, while the DTW decreases the matching cost with respect to the Euclidean distance, the tune-following procedure decreases it even more, with respect to the DTW alone. Although the distance is lower both for the matching and non-matching templates, the presented experimental results clearly demonstrated the superiority of the proposed solution in terms of recognition rate and separation between the matching and non-matching templates.

Additional, significant improvement has been achieved by adaptive modification of the tuning speed

---

*Note that this is a straightforward extension to the case of equal-length sequences where only the value of $g[I, J]$ is considered.

*It should be noted that in the MIREX competition a cleaned version of the Essen Database, reduced by over a half of the original size, is used.*
on the basis of note events in a template. The proposed enhancement opens a possibility to incorporate the note-based information into the melody matching process without explicit segmentation and conversion into a symbolic representation.

The concept of tune-following will be further investigated in future works. Apart from the issue of parameter settings and possible modifications of the presented procedure itself, it should be noted that it is currently being applied to the already time-aligned sequences, i.e., after the DTW algorithm. It is however possible to integrate the two and modify the pitch adaptively during the dynamic programming optimization of the path cost. This would enable to obtain a different warping function in some cases and, possibly, to match more imprecisely sung queries. However, it seems unclear if this would lead to the overall recognition rate improvement – further research is hence necessary here.

The generalization of the proposed method to subsequence matching problem in which a query does not necessarily start from the beginning of a template would also be of great practical importance. It would eventually enable to construct a flexible hybrid system incorporating several methods, both direct and note-based, that would benefit from the tune-following algorithm to offer enhanced results in a shorter time.
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