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Sufficient conditions for the controllability of nonlinear stochastic fractional boundary control systems are established. The equivalent integral equations are derived for both linear and nonlinear systems, and the control function is given in terms of the pseudoinverse operator. The Banach contraction mapping theorem is used to obtain the result. A controllability result for nonlinear stochastic fractional integrodifferential systems is also attained. Examples are included to illustrate the theory.
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1. Introduction

Although there is extensive literature on controllability of spatiotemporal systems with control applied over the whole spatial domain, relatively little has been published on boundary controllability. In most applications however, control may be practically applied only on the boundary of the domain. An application where we encounter systems in which it is possible to exert control only on the boundary is a marine riser system where the controller is used to stabilize the riser, at the top end of the riser, as presented by Lasiecka and Triggiani (1991). Picard et al. (2012) studied the boundary control problem in viscoelasticity, and Hansen (1994) showed that the temperature flux control at one end of the one-dimensional thermoelastic rod is sufficient to obtain controllability.

There are many more applications for boundary control systems (Lagnese, 1977; Lions and Magenes, 1972; Washburn, 1979). Fattorini (1968) studied boundary control systems with first and second order time derivatives by converting the system to an equivalent one with control on the domain (distributed control) assuming that the control functions are differentiable, which is indeed a severe requirement and is highly impractical. This assumption is excluded by constructing a mild solution to the boundary control problem which can be seen in the works of Balakrishnan (1977) and Barbu (1980). Curtain and Zwart (1995) eliminated this assumption by reformulating the system in an extended state space. Boundary controllability of nonlinear systems with nonlocal conditions and integrodifferential systems was discussed by Han and Park (1999) as well as Balachandran and Anandhi (2001), respectively, using the construction of a pseudoinverse operator as in the work of Quinn and Carmichael (1985). Constrained controllability of systems in which controls are restricted to take values only in a prescribed set are studied by Klamka (1997; 2000), while boundary controllability of differential inclusions by Li and Liu (2008).

In the past few decades differential equations with fractional derivatives have proven to be a valuable tool to model many physical phenomena which even cover Abel’s classical integral equations. Other well known fractional models include an analysis of feedback amplifiers, fractional order Chua–Hartley systems, fractional order models of neurons and many more (Kilbas et al., 2006; Podlubny, 1999). The time fractional diffusion-wave model as well as parabolic and elliptic equations with fractional diffusion were studied by Gal and Warma (2016), Mainardi et al. (2010) as well as Oprzedkiewicz et al. (2016).

Many authors have studied the controllability of fractional dynamical sytems (Balachandran and Divya, 2014; Balachandran and Kokila, 2012). Mathematical modeling is not complete until it incorporates the fluctuations in nature as noise terms yielding stochastic differential equations. The importance of the analysis...
of the qualitative behavior of systems with bounded operators is explained by Triggiani (1975). These factors motivate the study of stochastic fractional systems and investigation of their qualitative behavior. One type of qualitative behavior, namely, controllability for stochastic fractional systems with a bounded operator, is characterized by Mabel Lizzy et al. (2017) using the solution representation obtained by Balachandran et al. (2016). In this paper, we study the controllability of linear, nonlinear and integrodifferential nonlinear stochastic fractional systems with controls on the boundary. The systems are shown to be controllable by first deriving an equivalent integral equation and using the construction of a pseudoinverse operator to define the control function, and finally applying the Banach contraction mapping theorem in an appropriate space to obtain the desired result.

2. Preliminaries

Let $X, U, E$ and $H$ be separable Hilbert spaces. For convenience, we will use the same notation $\| \cdot \|$ to represent their norms. $L_2(X, U)$ is the space of all bounded linear operators from $X$ to $U$ and $J$ denotes the interval $[0, T], T < +\infty$.

We assume that a filtered probability space $(\Omega, F, \{F_t\}_{t \geq 0}, P)$ is given with a probability measure $P$ on $\Omega$, satisfying the “usual hypothesis”:

(i) $F_0$ contains all $F \in F$ such that $P(F) = 0$,

(ii) $F_t = F_{t+}, \forall t \in J$, where $F_{t+}$ is the intersection of all $F_s$ with $s > t$, i.e., the filtration is right continuous.

$W(t)$ is an $H$-valued Wiener process on the filtered probability space with covariance $tQ$, where $Q$ is a symmetric, nonnegative and bounded linear operator. Let us consider the following space settings:

- $Y := L_2(\Omega, F_T, X)$ is a closed subspace of $L_2(\Omega, X)$ consisting of all $F_T$-measurable square integrable random variables with values in $X$.

- $H_2$ is a closed subspace of $C(J, L_2(\Omega, X))$ consisting of all $F_T$-measurable processes with values in $X$, identifying processes which are a modification of each other and endowed with the norm

$$\| \phi \|_{H_2}^2 = \sup_{t \in J} E\|\phi(t)\|^2,$$

where $E$ denotes expectation with respect to $P$.

- $U_0 := L_2^2(J, U)$, which is a Hilbert space of all square integrable and $F_t$-measurable processes with values in $U$.

- $H_0^0 := L_2(\Omega, F_0, X)$, which is a Hilbert space of all $F_0$-measurable square integrable random variables with values in $X$.

- Let $\{e_n\}_{n=1}^\infty \subset Q^{1/2}$ be a complete orthonormal basis. We denote by $L_2^2(Q^{1/2}, H, X)$ the space of Hilbert–Schmidt operators from $Q^{1/2}$ to $X$ with the norm given by

$$\| \| \|_{L_2^2} = \left( \sum_{k=0}^{\infty} \| e_n \|_X^2 \right)^{1/2}.$$

Let us recall some basic definitions from fractional calculus. Let $\alpha, \beta > 0$, with $n - 1 < \alpha < n$, $n - 1 < \beta < n$ and $n \in \mathbb{N}$ and $f \in L_1([0, \infty))$.

**Definition 1.** (Kilbas et al., 2006) By the Riemann–Liouville fractional integral of a function $f$ we mean

$$I^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} f(s) \, ds,$$

and the Caputo derivative of $f$ is $C D^\alpha f = I^{n-\alpha} D^n f$, that is,

$$C D^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t - s)^{n-\alpha-1} f^{(n)}(s) \, ds,$$

where the function $f(t)$ has absolutely continuous derivatives up to order $n - 1$ and $\Gamma(\cdot)$ represents the gamma function.

**Definition 2.** (Kilbas et al., 2006) Let $A$ be a bounded linear operator. The two parameter Mittag-Leffler operator function is given by

$$E_{\alpha, \beta}(A) = \sum_{k=0}^{\infty} \frac{A^k}{\Gamma(\alpha k + \beta)}.$$

In particular, taking $\beta = 1$ we get the one parameter Mittag-Leffler operator function,

$$E_{\alpha, 1}(A) = E_{\alpha}(A) = \sum_{k=0}^{\infty} \frac{A^k}{\Gamma(\alpha k + 1)}.$$

Consider the linear boundary control problem of the form

$$C D^\alpha x(t) = A_1 x(t) + f(t) + \sigma(t) \frac{dW(t)}{dt}, \quad t \in J,$$

$$\tau x(t) = B_1 u(t),$$

$$x(0) = x_0 \in H_0^0,$$

where $0 < \alpha \leq 1, A_1$ and $B_1$ are bounded linear operators and $\tau$ is a linear operator with $D(A_1) \subset X, D(\tau) \subset X, R(\tau) \subset E, W(t)$ is an infinite dimensional Wiener process. $f : J \to X$ is a continuous
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function and \( \sigma(t) \) is a Hilbert–Schmidt operator for all \( t \in J \). Let \( A : X \to X \) be a linear operator defined by

\[
D(A) = \{ x \in D(A_1) : \tau x = 0 \}, \\
A x = A_1 x, \quad \forall x \in D(A).
\]

Our basic assumptions are formulated as the following hypotheses.

(H1) \( D(A_1) \subseteq D(\tau). \)

(H2) The bounded linear operator \( A \) satisfies

\[
\| A \|^2 < \frac{(2\alpha - 1)(\Gamma(\alpha))^2}{T^{2\alpha}}.
\]

(H3) There exists a linear operator \( B : U \to X \) such that for all \( u \in U \) we have \( B u \in D(A_1) \), \( \tau(B u) = B_1 u \) and \( \| B u \|^2 \leq C\| B_1 u \|^2 \), where \( C \) is a constant.

(H4) For all \( t \in J \) and \( u \in U \) we have \( E_{\alpha,\alpha}(A^\alpha)B u \in D(A). \)

Let \( x(t) \) be the solution of (1); then we can define a function \( z(t) = x(t) - Bu(t) \), and from the hypothesis (H3) we see that \( z(t) \in D(A) \). Hence (1) is written in terms of \( A \) and \( B \) as

\[
C D^\alpha z(t) = Az(t) + A_1 Bu(t) - B C D^\alpha u(t) + f(t) + \sigma(t) \frac{dW(t)}{dt}, \quad t \in J, \\
z(0) = x_0 - Bu(0).
\]

Applying \( I^\alpha \) to both the sides of (2), we have

\[
z(t) = x_0 + I^\alpha A z(t) + I^\alpha A_1 Bu(t) - Bu(t) + I^\alpha f(t) + I^\alpha \sigma(t) \frac{dW(t)}{dt} \\
= (I - I^\alpha A)^{-1} \left( x(0) + I^\alpha A_1 Bu(t) - Bu(t) + I^\alpha f(t) + I^\alpha \sigma(t) \frac{dW(t)}{dt} \right),
\]

where \( I \) denotes the identity operator on \( X \). Using (H2) we see that

\[
\|(I^\alpha A)x\|_{H^2} \leq \frac{T}{(\Gamma(\alpha))^2} \sup_{t \in J} (t - s)^{2\alpha - 2} E \| A x(s) \|^2_X ds \\
\leq \frac{\sup_{t \in J} E \| A x(s) \|^2_X}{(2\alpha - 1)(\Gamma(\alpha))^2} < \| x \|_{H^2}
\]

Lemma 1. (Kreyszig, 1978) Assume that \( A \) is a linear bounded operator defined on a Banach space and \( \| A \| < 1 \). Then \( (I - A)^{-1} \) is linear and bounded. Moreover,

\[
(I - A)^{-1} = \sum_{k=0}^{\infty} A^k.
\]

The convergence of the above series is in the operator norm, and \( \| (I - A)^{-1} \| \leq (1 - \| A \|)^{-1}. \)

With Lemma 1 we obtain the solution of (1) in terms of the Mittag-Leffler operator function as in the work of Balachandran et al. (2016) as follows:

\[
x(t) = \sum_{k=0}^{\infty} (I^\alpha A)^k \left( x_0 - Bu(t) + I^\alpha A_1 Bu(t) + I^\alpha f(t) + I^\alpha \sigma(t) \frac{dW(t)}{dt} \right) \\
= \sum_{k=0}^{\infty} I^\alpha A^k x_0 - \sum_{k=1}^{\infty} I^k A^k Bu(t) + \sum_{k=0}^{\infty} I^k A^k \left( A_1 Bu(t) + f(t) + \sigma(t) \frac{dW(t)}{dt} \right) \\
= \sum_{k=0}^{\infty} I^k A^k x_0 + \sum_{k=0}^{\infty} I^k A^k \left( -ABu(t) + A_1 Bu(t) + f(t) + \sigma(t) \frac{dW(t)}{dt} \right) \\
= \sum_{k=0}^{\infty} \frac{A^k}{\Gamma(\alpha + 1)} x_0 \\
- \int_{0}^{t} (t - s)^{\alpha - 1} \left( \sum_{k=0}^{\infty} \frac{A^k}{\Gamma(\alpha + k)} \right) Bu(s) ds \\
+ \int_{0}^{t} (t - s)^{\alpha - 1} \left( \sum_{k=0}^{\infty} \frac{A^k}{\Gamma(\alpha + k)} \right) Bu(s) ds \\
- \int_{0}^{t} (t - s)^{\alpha - 1} \left( \sum_{k=0}^{\infty} \frac{A^k}{\Gamma(\alpha + k)} \right) \sigma(s) dW(s).
\]

The hypothesis (H4) validates the appearance of the term \( AE_{\alpha,\alpha}(A(t - s)^\alpha)Bu(s) \), and the solution is obtained as

\[
x(t) = E_{\alpha,\alpha}(A^\alpha) x_0 \\
+ \int_{0}^{t} (t - s)^{\alpha - 1} \left[ E_{\alpha,\alpha}(A(t - s)^\alpha)A_1 \\
- AE_{\alpha,\alpha}(A(t - s)^\alpha) \right] Bu(s) ds \\
+ \int_{0}^{t} (t - s)^{\alpha - 1} E_{\alpha,\alpha}(A(t - s)^\alpha) f(s) ds.
\]
Controllability for an infinite dimensional deterministic system in $X$ means that, for each pair of points $x_0, x_1 \in X$, there exists a control in the admissible control space such that it steers the solution of the system from the initial point $x_0$ to the final point $x_1$. The same definition of controllability can be extended to fractional systems (Balachandran et al., 2016), but for stochastic systems this does not make any sense and so a different notion of controllability is required. The existing literature suggests two different ways of extending the controllability concepts to stochastic systems, which are given as follows:

- the property of attaining all states in a suitable space of random variables, for example, the space of square integrable random variables;
- the property of attaining an arbitrarily small neighborhood of each point in the state space with a probability arbitrarily close to one, fortified with some uniformity.

In the former approach the state space consists of random variables whereas in the latter it includes only nonrandom values. These approaches were studied by Bashirov (2003) and Mahmudov (2001; 2003), respectively. We define the controllability of stochastic systems this does not make any sense and so a different notion of controllability is required. The existing literature suggests two different ways of extending the controllability concepts to stochastic systems, which are given as follows:

We define the controllability of stochastic systems, which are given as follows:

$$u \in [u].$$

where $u \in [u]$. We define $\tilde{L}_T : U_{ad}/\ker L_T \to Y$ as $\tilde{L}_T[u] := L_Tu, u \in [u]$. We can show that $\tilde{L}_T$ is a one-to-one mapping and we also see that it is continuous. Indeed,

$$\|\tilde{L}_T[u]\|_Y = \|L_Tu\|_Y \leq \|L_T\||u\|_Y \leq \|L_T\||[u]|_Y, \quad u \in [u].$$

By the bounded inverse theorem we now obtain that $\tilde{L}_T$ has a bounded inverse on $Y$, i.e., $L_T\tilde{L}_T = I$, and there exists a constant $K > 0$ such that $\|\tilde{L}_T^{-1}\|^2 \leq K$.

**Theorem 1.** If the hypotheses (H1)–(H4) are satisfied, then the linear system (1) is completely controllable.

**Proof.** Using (H1)–(H4), we obtain the solution of (1) as in (3). Let $x_1$ be an arbitrary point in $Y$. Since the linear operator $\tilde{L}_T$ is invertible, we define the control process as

$$u(t) = (T - t)^{-\alpha}\tilde{L}_T^{-1}(x_1 - E_\alpha(AT^{\alpha})x_0)
- \int_0^T (T - s)^{-\alpha-1}E_{\alpha,\alpha}(A(T-s)^{\alpha})f(s)ds
- \int_0^T (T - s)^{-\alpha-1}E_{\alpha,\alpha}(A(T-s)^{\alpha})\sigma(s)dW(s).$$

Substituting (3) in (3) we get

$$x(t) = E_\alpha(AT^{\alpha})x_0 + \int_0^t (T - s)^{-\alpha-1}\left[E_{\alpha,\alpha}(A(t-s)^{\alpha})A_1
- AE_{\alpha,\alpha}(A(t-s)^{\alpha})\right]B(T - s)^{1-\alpha}$$

$$\tilde{L}_T^{-1}(x_1 - E_\alpha(AT^{\alpha})x_0)
- \int_0^T (T - r)^{-\alpha-1}E_{\alpha,\alpha}(A(T-r)^{\alpha})f(r)dr
- \int_0^T (T - r)^{-\alpha-1}E_{\alpha,\alpha}(A(T-r)^{\alpha})\sigma(r)dW(r)ds$$

$$+ \int_0^t (t-s)^{-\alpha-1}E_{\alpha,\alpha}(A(t-s)^{\alpha})f(s)ds
+ \int_0^t (t-s)^{-\alpha-1}E_{\alpha,\alpha}(A(t-s)^{\alpha})\sigma(s)dW(s).$$

Evaluating $x(t)$ given in the above equation at $t = T$ we obtain

$$x(T) = E_\alpha(AT^{\alpha})x_0 + L_T\tilde{L}_T^{-1}(x_1 - E_\alpha(AT^{\alpha})x_0)
- \int_0^T (T - r)^{-\alpha-1}E_{\alpha,\alpha}(A(T-r)^{\alpha})f(r)dr$$
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\[
- \int_0^T (T - r)^{\alpha-1} E_{\alpha,\alpha}(A(T - r)^\alpha) \sigma(r) \, dW(r) \bigg) \, dr + \int_0^T (T - s)^{\alpha-1} E_{\alpha,\alpha}(A(T - s)^\alpha) f(s) \, ds + \int_0^T (T - s)^{\alpha-1} E_{\alpha,\alpha}(A(T - s)^\alpha) \sigma(s) \, dW(s) = x_1.
\]

Since \( x_1 \) is an arbitrary point in \( Y \), we infer from the above that \( u(t) \) defined in (4) steers the system to all points in \( Y \). This implies \( \mathcal{R}_T(x_0) = Y \), and thus the proof is completed. \[\square\]

3. Nonlinear system

Consider the nonlinear boundary control problem of the form

\[
\begin{align*}
C D^\alpha x(t) & = A_1 x(t) + f(t, x(t)) + \sigma(t, x(t)) \frac{dW(t)}{dt}, \quad t \in J, \\
\tau x(t) & = B_1 u(t), \\
x(0) & = x_0 \in \mathcal{H}_0^0,
\end{align*}
\]

where \( 0 < \alpha < 1, \alpha \neq 1/2, f: J \times X \to X \) and \( \sigma: J \times X \to \mathbb{R}^2 \) are continuous functions. We adopt the following notation:

\[
\begin{align*}
M_1 & = \max_{t \in J} \|E_{\alpha}(A t^\alpha)\| X, \\
M_2 & = \max_{0 \leq s \leq t \leq T} \|E_{\alpha,\alpha}(A(t - s)^\alpha)\| X, \\
N_1 & = \max_{t \in J} \|f(t, 0)\| X, \\
N_2 & = \max_{t \in J} \|\sigma(t, 0)\|_2,
\end{align*}
\]

and further assume the following hypotheses.

(H5) Let

\[
\rho_1 = \frac{3M_2T^{2\alpha-1}}{2\alpha - 1} (T L_1 + L_2) (1 + 4M_2CK) \\
\times \|B_1\|^2 \left( \|A_1\|^2 + \frac{(2\alpha - 1)(\Gamma(\alpha))^2}{T^{2\alpha}} \right)
\]

be such that \( 0 \leq \rho_1 < 1 \).

(H6) There exist constants \( L_i > 0, i = 1, 2, \) such that

\[
\begin{align*}
\|f(t, x_1) - f(t, x_2)\|_X^2 & \leq L_1 \|x_1 - x_2\|_X^2, \\
\|\sigma(t, x_1) - \sigma(t, x_2)\|_2^2 & \leq L_2 \|x_1 - x_2\|_X^2
\end{align*}
\]

for all \( x_1, x_2, y_1, y_2 \in X \).

Theorem 2. If the hypotheses of Theorem 1 along with (H5) and (H6) are satisfied, then the boundary control nonlinear stochastic fractional system (5) is completely controllable.

Proof. Let \( x_1 \) be an arbitrary random variable in \( Y \). Using (H1)-(H4), we obtain the equivalent nonlinear integral equation for the system (5) in terms of the Mittag-Leffler operator function as

\[
x(t) = \alpha(A t^\alpha)x_0 + \int_0^t (t - s)^{\alpha-1} \left[ E_{\alpha,\alpha}(A(t - s)^\alpha) \right] A_1 \\
- A E_{\alpha,\alpha}(A(t - s)^\alpha) B_1 u(s) \, ds + \int_0^t (t - s)^{\alpha-1} E_{\alpha,\alpha}(A(t - s)^\alpha) f(s, x(s)) \, ds + \int_0^t (t - s)^{\alpha-1} E_{\alpha,\alpha}(A(t - s)^\alpha) \sigma(s, x(s)) \, dW(s).
\]

We now define the operator \( \Phi \) on \( \mathcal{H}_2 \) by \( \Phi x(t) \) to be the right hand side of the above equation. The invertibility of \( L_T \) allows us to choose the control process \( u \) as

\[
u(t) = (T - t)^{1-\alpha} L_T^{-1} \left( x_1 - A_1 A t^\alpha x_0 \right)
\]

\[
- \int_0^T (T - s)^{\alpha-1} E_{\alpha,\alpha}(A(t - s)^\alpha) f(s, x(s)) \, ds - \int_0^T (T - s)^{\alpha-1} E_{\alpha,\alpha}(A(t - s)^\alpha) \sigma(s, x(s)) \, dW(s).
\]

The control \( u \) steers the nonlinear system from the initial state \( x_0 \) to \( x_1 \) at time \( T \), provided we can obtain a fixed point of the nonlinear operator \( \Phi \). First we show that \( \Phi \) maps \( \mathcal{H}_2 \) into itself. From the assumption (H6) and the adopted notion, we have

\[
\sup_{t \in J} E \|\Phi x(t)\|^2 \leq 4M_1 E \|x_0\|^2 + 32M_2CK E \|B_1\|^2 (E \|A_1\|^2)
\]

\[
+ \frac{(2\alpha - 1)(\Gamma(\alpha))^2}{T^{2\alpha} E \|A_1\|^2} + \frac{T^{2\alpha}}{2\alpha - 1} M_2 \left( L_2 \sup_{t \in J} E \|x(t)\|^2 + N_1 \right) + \frac{T^{2\alpha}}{2\alpha - 1} M_2 \left( L_2 \sup_{t \in J} E \|x(t)\|^2 + N_2 \right)
\]

\[
+ \frac{4}{T^{2\alpha}} M_2 \left( L_2 \sup_{t \in J} E \|x(t)\|^2 + N_1 \right) + \frac{4}{T^{2\alpha}} M_2 \left( L_2 \sup_{t \in J} E \|x(t)\|^2 + N_2 \right).
\]

From the above inequality it follows that, if \( \alpha \neq 1/2 \), there exists a constant \( C_1 > 0 \) such that

\[
\sup_{t \in J} E \|\Phi x(t)\|^2 \leq C_1 \left( 1 + \sup_{t \in J} E \|x(t)\|^2 \right).
\]
Thus $\Phi$ maps $H_2$ into itself. Now for $x_1, x_2 \in H_2$ we have, using (H6), the following inequality:

$$
\sup_{t \in J} E\|\Phi x_1(t) - \Phi x_2(t)\|^2_X
= \sup_{t \in J} \int_0^t (t-s)^{\alpha-1} [E_{\alpha,\alpha}(A(t-s))A_1 - AE_{\alpha,\alpha}(A(t-s))B(T-s)^{1-\alpha}E^{-1}_T] ds \\
\leq \frac{3M_2T^{2\alpha-1}(TL_1 + L_2)}{2\alpha - 1} \sup_{t \in J} E\|x_1(t) - x_2(t)\|^2_X \\
\times \left(1 + 4M_2CK\|B_1\|^2 + \left(\|A_1\|^2 + \frac{2\alpha - 1}{T^{2\alpha}}(\Gamma(\alpha))^2\right)\right) \\
\leq \rho_1 \sup_{t \in J} E\|x_1(t) - x_2(t)\|^2_X.
$$

Using (H5), we conclude that $\Phi$ is a contraction mapping and hence there exists a unique fixed point $x \in H_2$ for $\Phi$. Therefore the system (5) is completely controllable. ■

Since the operators $A(t)$ and $I^\alpha$ do not commute ($I^\alpha A)^k \neq I^\alpha (A^k)$. The solution cannot be obtained in terms of the Mittag-Leffler operator function as in the previous section, and so we adopt a different approach to obtain the equivalent integral equation for the nonautonomous boundary control problem (6). Let $x(t)$ be the solution of (6); then we can define a function $z(t) = x(t) - Bu(t)$, and from the hypothesis (H3) we see that $z(t) \in D(A)$. Hence (5) is written in terms of $A(t)$ and $B$ as

$$
C^D \alpha z(t) = A(t)z(t) + A_1(t)Bu(t) \\
- B^D C^\alpha u(t) + f(t, x(t)) \\
+ \sigma(t, x(t)) \frac{dW(t)}{dt}, \quad t \in J,
$$

(7)

$$
z(0) = x_0 - Bu(0).
$$

Applying $I^\alpha$ to both the sides of (7), we have the following integral equation equivalent to (6)

$$
x(t) = x_0 + I^\alpha A(t)x(t) - I^\alpha A(t)Bu(t) \\
+ I^\alpha A_1(t)Bu(t) + I^\alpha f(t, x(t)) \\
+ I^\alpha \sigma(t, x(t)) \frac{dW(t)}{dt}, \quad t \in J.
$$

(8)

The linear operator $L_T : U_{ad} \rightarrow Y$ defined by

$$
L_T u = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} [A_1(s) - A(s)]Bu(s) ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s, x(s)) ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \sigma(s, x(s)) dW(s).
$$

Theorem 3. If the hypotheses (H1), (H3), (H6) and (H7) are satisfied, then the boundary control nonlinear stochastic fractional system (6) is completely controllable.
Proof. Let \( x_1 \) be an arbitrary random variable in \( Y \). Using (H1) and (H3), we have obtained the equivalent integral equation for the system in the form given by (5). Define the operator \( \Phi \) on \( H_2 \) by

\[
\Phi x(t) = x_0 + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} A(s)x(s) \, ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} [A_1(s) - A(s)] Bu(s) \, ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s, x(s)) \, ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \sigma(x, x(s)) \, dW(s).
\]

The invertibility of \( \tilde{L}_T \) allows us to choose the control process \( u \) as

\[
u(t) = (T-t)^{1-\alpha} \tilde{L}_T^{-1}(x_1 - x_0) - \frac{1}{\Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1} A(s)x(s) \, ds - \frac{1}{\Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1} f(s, x(s)) \, ds - \frac{1}{\Gamma(\alpha)} \int_0^T (T-s)^{\alpha-1} \sigma(x, x(s)) \, dW(s)\]

The control \( u \) steers the nonlinear system from the initial state \( x_0 \) to \( x_1 \) at time \( T \), provided we can obtain a fixed point of the nonlinear operator \( \Phi \). First we show that \( \Phi \) maps \( H_2 \) into itself. From the assumptions, we have

\[
\sup_{t \in J} \mathbb{E}[\|\Phi x(t)\|^2] \\
\leq 50CK \sup_{t \in J} \|A_1(t)\|^2 \|B_1\|^2 \mathbb{E}[\|x_1\|^2] + \left(1 + 10CK \sup_{t \in J} \|A_1(t)\|^2 \|B_1\|^2\right) \times \left(5\mathbb{E}[\|x_0\|^2] + \frac{5T^{2\alpha}}{(\Gamma(\alpha))^2(2\alpha - 1)} \left(L_1 \sup_{t \in J} \mathbb{E}[\|x(t)\|^2] + N_1 + TL_2 \sup_{t \in J} \mathbb{E}[\|x(t)\|^2] + TN_2\right)\right).
\]

From the above inequality it follows that, if \( \alpha \neq 1/2 \), there exists a constant \( C_2 > 0 \) such that

\[
\sup_{t \in J} \mathbb{E}[\Phi x(t)] = \|x_0\|^2 \leq C_2 \left(1 + \sup_{t \in J} \mathbb{E}[\|x(t)\|^2]\right).
\]

Thus \( \Phi \) maps \( H_2 \) into itself. Now, for \( x_1, x_2 \in H_2 \), using the Lipschitz conditions on the nonlinear functions in (H6), we have

\[
\sup_{t \in J} \mathbb{E}[\|\Phi x_1(t) - \Phi x_2(t)\|^2] \\
= \sup_{t \in J} \mathbb{E}\left[\frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} A(s)[x_1(s) - x_2(s)] \, ds + \frac{1}{\Gamma(\alpha)^2} \int_0^t (t-s)^{\alpha-1} [A_1(s) - A(s)] Bu(s) \, ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s, x_1(s)) - f(s, x_2(s)) \, ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \sigma(x_1(s), x_2(s)) \, dW(s)\right]
\]

\[
\leq T2^{\alpha-1} \sup_{t \in J} \mathbb{E}\left[\|x_1(t) - x_2(t)\|^2\right] + \left(\sup_{t \in J} \|A(t)\|^2 TL_1 + L_2\right) + \left(1 + 6K \sup_{t \in J} \|A_1(t)\|^2 \|B\|^2\right) \times \sup_{t \in J} \mathbb{E}\left[\|x_1(t) - x_2(t)\|^2\right] \leq \rho_2 \sup_{t \in J} \mathbb{E}[\|x_1(t) - x_2(t)\|^2].
\]

Using (H7), we conclude that \( \Phi \) is a contraction mapping and hence there exists a unique fixed point \( x \in H_2 \) for \( \Phi \). Therefore the system (5) is completely controllable. \( \blacksquare \)

5. Integrodifferential systems

In this section we consider stochastic fractional integrodifferential systems of the form

\[
C D^\alpha x(t) = A_1 x(t) + ft, x(t), \int_0^t g(t, s, x(s)) \, ds + \sigma(t, x(t), \int_0^t h(t, s, x(s)) \, ds) \frac{dW(t)}{dt},
\]

\[
\tau x(t) = B_1 u(t),
\]

\[
x(0) = x_0 \in H_2^0, \quad \rho_3 = \frac{3M_2T^{2\alpha-1}}{2\alpha - 1} (T^2 L_1 L_3 + T(L_1 + L_2 L_4) + L_2)
\]

where \( g, h : J \times J \times X \to X \) are continuous functions. Let us assume the following hypotheses alternative to (H5) and (H6).

(H5) Let

\[
\rho_3 = 3M_2T^{2\alpha-1} \left(T^2 L_1 L_3 + T(L_1 + L_2 L_4) + L_2\right)
\]
Theorem 2. Of the system (9) in the following theorem, similarly as in

\[ \Phi(x) = \int_0^t g(t, r, x(r)) \, dr \, ds \]

\[ + \int_0^T (t-s)^{\alpha-1} E_{\alpha,\alpha}(A(t-s)^\alpha) \]

\[ \sigma(s, x(s), \int_0^s h(t, r, x(r)) \, dr) \, dW(s), \]

where

\[ u(t) = (T-t)^{1-\alpha} \tilde{L}^{-1} \left( x_1 - E_\alpha(A T^\alpha) x_0 \right) \]

\[ - \int_0^T (T-s)^{\alpha-1} E_{\alpha,\alpha}(A(T-s)^\alpha) \]

\[ f(s, x(s), \int_0^s g(t, r, x(r)) \, dr) \, ds \]

\[ - \int_0^T (T-s)^{\alpha-1} E_{\alpha,\alpha}(A(T-s)^\alpha) \]

\[ \sigma(s, x(s), \int_0^s h(t, r, x(r)) \, dr) \, dW(s) \].

With the assumptions (H5) and (H6) we can prove that the operator \( \Phi \) maps \( \mathcal{H}_2 \) into itself and

\[ \sup_{t \in J} \| \Phi x_1(t) - \Phi x_2(t) \|_{\mathcal{H}_2} \leq \rho_3 \sup_{t \in J} \| x_1(t) - x_2(t) \|_{\mathcal{H}_2}, \]

which enables us to apply the Banach contraction principle to obtain complete controllability of the system (9) as we proceeded in Theorem 2.

6. Examples

In this section we provide examples to illustrate the theory developed in the previous sections.

Example 1. Consider the stochastic fractional nonlinear system for \((t, x) \in [0, T] \times L_2([0, 1], \mathbb{R}) = J \times X,\]

\[ C^{\alpha} z(t, x) = \int_0^x a(x-y) z(t, y) \, dy \]

\[ + \frac{1}{30} \sin(z(t, x)) + \frac{1}{30} z(t, x) \frac{dW(t)}{dt}, \]

(10)

\[ z(t, x) = u(t, x), \quad (t, x) \in J \times \{0, 1\}, \]

\[ z(0, x) = z_0(x), \quad x \in [0, 1]. \]

Here \( z : J \times [0, 1] \to \mathbb{R} \) is a real valued function, \( C^{\alpha} \) is the Caputo derivative in time, \( u \in L_2([0, T] \times [0, 1], \mathbb{R}) \).

The operator \( A_1 : L_2([0, 1], \mathbb{R}) \to L_2([0, 1], \mathbb{R}) \) is defined as \( A_1 v(x) = \int_0^x a(x-y) v(y) \, dy \), the operator \( B_1 : L_2([0, 1], \mathbb{R}) \to \mathbb{R} \) is defined as \( B_1 u(t, x) = (u(t), u(t, 1)) \), where \( |u(t, 0)| \) or \( |u(t, 1)| \) is greater than
sup_{x \in [0,1]} |u(t, x)|. Here \( \tau : L_2([0,1], \mathbb{R}) \to \mathbb{R}^2 \) is defined by \( \tau z(t, x) = (z(t, 0), z(t, 1)) \). \( W(t) \) is a real valued Wiener process. The operator \( A \) is defined as

\[
D(A) = \{ z \in X : z(0) = z(1) = 0 \}, \\
Az = A_1 z \quad \text{for all } x \in D(A),
\]

and we see that \( |A|^2 = a^2/6 \). We have \( D(A) = D(\tau) \) and we choose

\[
a < \frac{6\sqrt{2\alpha - 1}}{T^\alpha}.
\]

Then (H1) and (H2) are satisfied. We choose the bounded linear operator \( B : L_2([0,1], \mathbb{R}) \to L_2([0,1], \mathbb{R}) \) to be defined as \( Bu = w_u \), where \( w_u \) is the solution of the following Volterra integral equation with two boundary conditions:

\[
\int_0^x a(x - y)w_u(y) \, dy = w_u(x), \quad x \in [0,1] \tag{11}
\]

where \( z \) is defined by

\[
\int_0^x a(x - y)w_u(y) \, dy = w_u(x), \quad x \in [0,1] \tag{11}
\]

Along with the assumption that either \( u(0) \) or \( u(1) \) is greater than \( sup_{x \in [0,1]} u(x) \), from the definition of the operator \( B \), we get that the hypotheses (H3) and (H4) are satisfied from the following observations:

\[
\tau(Bu) = (u(0), u(1)) = B_1 u
\]

and

\[
E_{\alpha,\alpha}(A^{\alpha}) Bu = \frac{\int_0^t \mathbf{e}^{\alpha \tau} A^{\alpha} Bu(\tau) \, d\tau}{\Gamma(\alpha)} \in D(A), \quad t \in J,
\]

since from the definition of \( A \) and \( B \) we have, by (11), that \( ABu(t, x) = Bu(t, x) \), and from the boundary conditions on \( w_u \) we have \( ABu(t, x) \in D(A) \). The functions \( f(t, z(t, x)) = \sin(z(t, x)) \) and \( g(t, z(t, x)) = z(t, x) \) are Lipschitz continuous with Lipschitz constant 1/30. Taking \( T = 1 \), we see that the constant \( \rho_1 < 1 \) for different choices of \( \alpha = 0.4, 0.6, 0.7, 0.8, 0.9 \). In particular for \( \alpha = 0.7 \) we have \( \rho_1 = 0.6740 \). Thus all the hypotheses of Theorem 4 are satisfied and so the system (10) is completely controllable on the time interval [0,1].

**Example 2.** Consider now the stochastic fractional time-varying nonlinear system for \( (t, x) \in [0,T] \times L_2([0,1], \mathbb{R}) = J \times X \)

\[
C D^\alpha z(t, x) = a(t) \int_0^x z(t, y) \, dy + \ln(\cosh(z(t, x))) \\
+ e^{-z(t, x)} W(t), \quad \tau z(t, x) = (z(t, 0), z(t, 1)), \quad (t, x) \in J \times \{0,1\}, \tag{12}
\]

Here \( z : J \times [0,1] \to \mathbb{R} \) is a real valued function, \( C D^\alpha \) is the Caputo derivative in time, \( u \in L_2([0,T] \times [0,1], \mathbb{R}) \).

The operator \( A_1 \) is defined as \( A_1 u \) and \( B_1 : L_2([0,1], \mathbb{R}) \to \mathbb{R}^2 \) is defined as \( B_1 u = (u(0), u(1)) \), where \( |u(0)| \) or \( |u(1)| \) is greater than \( sup_{x \in [0,1]} |u(t, x)| \). Here \( \tau : L_2([0,1], \mathbb{R}) \to \mathbb{R}^2 \) is defined by \( \tau z(t, x) = (z(t, 0), z(t, 1)) \). \( W(t) \) is a real valued Wiener process. The operators \( A_1 \) and \( B_1 \) can be constructed similarly as in the previous example. The nonlinear functions \( \ln(\cosh(x)) \) and \( e^{-x} \) are Lipschitz continuous and \( p_2 \) can be made less than 1 by taking \( T \) sufficiently small for a fixed \( \alpha \). Thus all the hypotheses of Theorem 3 are satisfied and so the system (12) is completely controllable on the time interval \([0,T]\).
is defined as
\[ B_1u(x) = (u(0, 0), z(0, 1), z(1, 1), z(1, 0)) \]

\( W(t) \) is a real valued Wiener process. The operator \( A \) is defined as
\[ D(A) = \{ z \in L_2(G, \mathbb{R}) : (z(0, 0), z(0, 1), z(1, 1), z(1, 0)) = 0 \} \]

\[ Az = A_1z, \quad \forall z \in D(A), \]

and the constant \( a \) can be chosen in such a way that (H2) is satisfied. We choose the bounded linear operator \( B : L_2(G, \mathbb{R}) \to L_2(G, \mathbb{R}) \) so that \( Bu = w_u \), where \( w_u \) is the solution of the following Volterra integral equation with four boundary conditions:

\[ \frac{1}{6} \int_0^x (x - y)^3 w_u(y) \, dy = w_u(x), \quad x \in G \]

\[ w_u(x) = u(x), \quad x \in S. \]

The construction of \( B \) is such that the hypotheses (H3) and (H4) are satisfied. The functions \( f(t, x, y) = l_1y \), \( \sigma(t, x, y) = l_2x \), \( g(t, s, x) = \int_0^1 \tan^{-1}(x(s)) \, ds \) and \( h(t, s, x) = 0 \) are all Lipschitz continuous and satisfy (H6). Again \( T \) can be taken small enough such that \( \rho_3 < 1 \), and this proves that the system (13) is completely controllable by Theorem 4.

7. Conclusion

Complete controllability of stochastic fractional systems with a bounded operator and control given on the boundary was obtained. Linear, semilinear and integrodifferential systems have been studied. The controllability results for the boundary control system have been obtained by constructing another system where the boundary control has been transformed to distributed control. Then the well-known method of solving the distributed control system has been used. The control was explicitly given in terms of a constructed pseudoinverse operator. Sufficient conditions for controllability of nonlinear systems have been obtained by using the Banach fixed point theorem. Examples have been constructed to illustrate the theory. Future goals could include obtaining controllability results for similar systems with unbounded operators.
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