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Abstract: Abstract. We consider a numerical solution of the initial-boundary value problem for the homogeneous wave equation with the 
Neumann condition using the retarded double layer potential. For solving an equivalent time-dependent integral equation we combine the 
Laguerre transform (LT) in the time domain with the boundary elements method. After LT we obtain a sequence of boundary integral equa-
tions with the same integral operator and functions in right-hand side which are determined recurrently. An error analysis for the numerical 
solution in accordance with the parameter of boundary discretization is performed. The proposed approach is demonstrated on the numer-
ical solution of the model problem in unbounded three-dimensional spatial domain.  
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1. INTRODUCTION 

The development of efficient numerical methods for initial-
boundary value problems for the wave equation in unbounded 
three-dimension spatial domains is actual for simulation of wave 
processes. In this formulation, approaches based on retarded 
potentials are widely used since they reduce the time-dependent 
problem in the unbounded domain to an integral equation on the 
bounded surface. Theory of such time-domain boundary integral 
equations (TDBIEs) for the wave equation was first developed by 
Bamberger and Ha-Duong (1986a, 1986b). In these papers the 
Galerkin method for TDBIEs was also proved. However, practical 
usage of the Galerkin method has some computational complexi-
ty, caused by the presence of dependency of potential density on 
the time and the spatial coordinates (so-called delay). It requires 
very precise spatial quadrature on parts of boundary elements 
which depend on delay, see, for example, Ha-Duong (2003) and 
Mykhas'kiv et al. (2014). 

To overcome such difficulties after traditional discretizations 
on spatial variables some auxiliary problems may be considered 
for taking into account the time dependency. In particular, a con-
volution quadrature method (Lubich, 1994) has been utilized in 
many applications (see, for example, Laliena and Sayas, 2009; 
Monegato et al., 2011; Sayas and Qiu, 2015, and references 
there). It is based on sustainable methods for ordinary differential 
equations and is more efficient than Galerkin or collocation time 
approximations. 

Another method is to apply the Fourier-Laplace integral trans-
form with respect to the time variable as proposed in Bamberger 
and Ha-Duong (1986a), Ha-Duong (2003) and in Dominguez and 
Sayas (2013). This method is well suitable for theoretical investi-
gations, however, the corresponding numerical inverse operation 
is complicated (except for some cases). In this respect the La-
guerre transform (LT), for which the inverse transform is to find 

the sum of corresponding Fourier-Laguerre serie, proved to be 
more constructive. In combination with the method of boundary 
integral equations (BIEs) such transform was used in papers 
Halazyuk et al. (1984), Jung et al. (2010), Litynskyy and 
Muzychuk (2015a), Lyudkevych and Muzychuk (1990), Chapko 
and Johansson (2016), Vavrychuk (2011) for numerical solution of 
various evolution problems. 

In Litynskyy and Muzychuk (2015b, 2016) generalized solu-
tions of the Dirichlet and Neumann initial-boundary value prob-
lems for the wave equation with homogeneous initial conditions 
were built by using the retarded potentials in some weighted 
Sobolev spaces, where desired solutions and densities of poten-
tials allow the LT with respect to the time variable. Using this 
transform the Dirichlet and Neumann problems were reduced to 
sequences of BIEs. This work is dedicated to applying of the 
boundary elements method (BEM) to obtained equations in the 
case of the Neumann problem. 

We begin in Section 2 with defining the Neumann initial-
boundary value problem for the wave equation and then we re-
duce it to an infinite triangular system of BIEs using LT. In Section 
3 we rewrite it as a sequence of equations with the same integral 
operator in the left-hand side and apply the BEM to it with error 
analysis. At the end we consider results of the numerical experi-
ment on solving of the model problem. 

2. REDUCTION OF THE NEUMANN PROBLEM  

TO AN INFINITE SYSTEM OF BIEs 

Let 𝛺− be a domain in ℝ3 with Lipschitz boundary 𝛤, 𝛺 :=

ℝ3\𝛺−, ℝ+: = (0,∞), 𝑄:= 𝛺 × ℝ+, 𝛴:= 𝛤 × ℝ+, and 𝝂(𝑥) be a 

unit vector in the direction of the outward normal to the surface 𝛤 
at a point 𝑥 ∈ 𝛤. 

We consider the initial-boundary value problem: find a function 
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𝑢(𝑥, 𝑡), (𝑥, 𝑡) ∈ 𝑄, that satisfies (in some sense) the homogene-
ous wave equation  

𝜕2𝑢(𝑥,𝑡)

𝜕𝑡2
− 𝛥𝑢(𝑥, 𝑡) = 0,    (𝑥, 𝑡) ∈ 𝑄,                (1) 

homogeneous initial conditions  

𝑢(𝑥, 0) = 0,    
𝜕𝑢(𝑥,0)

𝜕𝑡
= 0,      𝑥 ∈ 𝛺,           (2) 

and the Neumann boundary condition  

𝜕𝝂(𝑥)𝑢(𝑥, 𝑡) = 𝑔(𝑥, 𝑡),      (𝑥, 𝑡) ∈ 𝛴.                (3) 

Here Δ is the Laplacian and 𝜕𝝂 denotes the normal derivative. 
To solve the problem (1)-(3) we use the retarded double layer 

potential  

(𝒟𝜆)(𝑥, 𝑡): =
1

4𝜋
∫  𝛤 𝜕𝝂(𝑦)(

𝜆(𝑧,𝑡−|𝑥−𝑦|)

|𝑥−𝑦|
)|𝑧=𝑦𝑑𝛤𝑦 , (𝑥, 𝑡) ∈ 𝑄,         (4) 

where 𝜆: 𝛤 × ℝ → ℝ is a density. It is known (see, e.g., Bamberg-
er and Ha-Duong, 1986a or Polozhyy, 1964) that if an arbitrary 
function 𝜆(𝑦, 𝜏), (𝑦, 𝜏) ∈ 𝛤 × ℝ, is smooth enough and 𝜆(𝑦, 𝜏) =
0 when 𝑦 ∈ 𝛤, 𝜏 ≤ 0, then function  

𝑢(𝑥, 𝑡): = (𝒟𝜆)(𝑥, 𝑡),    (𝑥, 𝑡) ∈ 𝑄,           (5) 

satisfies (in the classical sense) the wave equation and initial 
conditions (2). 

Note that for a sufficiently smooth density 𝜆 and surface 𝛤 we 

can express the operator 𝜕𝝂 as 𝜕𝝂(𝑥)𝑢(𝑥,⋅) = 𝝂(𝑥) ⋅ 𝛻𝑥𝑢(𝑥,⋅), 

where 𝛻𝑥 is the gradient operator. Then there exists the following 
limit  

(𝒲𝜆)(𝑥, 𝑡): =
1

4𝜋
𝝂(𝑥) ⋅ 𝑙𝑖𝑚

𝑥′→𝑥
𝛻𝑥′ ∫  𝛤 𝝂(𝑦) ⋅ 𝛻𝑦 (

𝜆(𝑧,𝑡−|𝑥′−𝑦|)

|𝑥′−𝑦|
) |𝑧=𝑦𝑑𝛤𝑦,           (6) 

where 𝑥′: = 𝑥 − 휀𝝂(𝑥) ∈ 𝛺, 휀 > 0, denotes a point close to the 
point 𝑥 ∈ 𝛤. We say that 𝑥′ approaches 𝑥, 𝑥′ → 𝑥, when 휀 → 0. 

The function 𝑢 satisfies the boundary condition (3), if the function 

𝜆 is a solution of the retarded potential integral equation (RPIE)  

(𝒲𝜆)(𝑥, 𝑡) = 𝑔(𝑥, 𝑡), (𝑥, 𝑡) ∈ 𝛴.                   (7) 

We shall briefly give the essential notions of the Laguerre 
transform in the weighted Lebesgue space 𝐿𝜎

2 (ℝ+; 𝑋) with some 
parameter 𝜎 > 0 and weight 𝜌𝜎(𝑡) = 𝑒

−𝜎𝑡, 𝑡 ∈ ℝ+. Here 𝑋 is a 
Hilbert space with an inner product (⋅,⋅)𝑋 and an inducted norm 
|| ⋅ ||𝑋. Elements 𝑣 ∈ 𝐿𝜎

2 (ℝ+; 𝑋) are measurable functions 
𝑣:ℝ+ → 𝑋 such that ∫  

ℝ+
||𝑣(𝑡)||𝑋

2  𝑒−𝜎𝑡𝑑𝑡 < ∞. This space is 

equipped with the inner product  

(𝑣, 𝑤)𝐿𝜎2 (ℝ+;𝑋): = ∫  
ℝ+
(𝑣(𝑡), 𝑤(𝑡))𝑋  𝑒

−𝜎𝑡𝑑𝑡, 𝑣, 𝑤 ∈ 𝐿𝜎
2 (ℝ+; 𝑋),      

                                 (8) 

and the norm  

||𝑣||𝐿𝜎2 (ℝ+;𝑋): = √(𝑣, 𝑣)𝐿𝜎2 (ℝ+;𝑋),    𝑣 ∈ 𝐿𝜎
2 (ℝ+; 𝑋).         (9) 

It is well-known (Reed and Simon, 1977) that the space 
𝐿𝜎
2 (ℝ+; 𝑋) is complete. We will assume that the elements of 

space 𝐿𝜎
2 (ℝ+; 𝑋) are extended with zero for non-positive argu-

ments. 
For any 𝑚 ∈ ℕ (set of natural numbers) let us denote the 

weighted Sobolev space as  

𝐻𝜎
𝑚(ℝ+; 𝑋) ≔ {𝑣 ∈ 𝐿𝜎

2 (ℝ+; 𝑋)| 𝑣
(𝑘) ∈ 𝐿𝜎

2 (ℝ+; 𝑋), 𝑘 = 1,𝑚}  (10) 

with the norm ||𝑣||𝐻𝜎𝑚(ℝ+;𝑋): = (∑  𝑚
𝑘=0 ‖𝑣

(𝑘)‖
𝐿𝜎
2 (ℝ+;𝑋)

2
)
1/2
. Here 

derivatives 𝑣𝑘(𝑘 ∈ ℕ) are understood in terms of the space 
𝒟′(ℝ+; 𝑋), elements of which are distributions with values in the 
space 𝑋. 

We introduce a couple of notations. As the sequence of ele-

ments of set 𝑋 we understand a vector-column 𝒗:= (𝑣0, 𝑣1, . . . )
𝛵. 

All possible sequences of elements of the set 𝑋 are denoted by 
𝑋∞. We consider the Hilbert space 
𝑙2(𝑋):= {𝒗 ∈ 𝑋∞ |    ∑  ∞

𝑗=0 ||𝑣𝑗||𝑋
2 < +∞} with the inner product 

(𝒗,𝒘) = ∑  ∞
𝑗=0 (𝑣𝑗 , 𝑤𝑗)𝑋, 𝒗,𝒘 ∈ 𝑙2(𝑋), and the norm ||𝒗||𝑙2(𝑋): =

(∑  ∞
𝑗=0 ||𝑣𝑗||𝑋

2 )1/2, 𝒗 ∈ 𝑙2(𝑋). Recall that for 𝑋 = ℝ we have 

𝑙2(ℝ) = 𝑙2: = {𝒗 ∈ ℝ∞ |     ∑  ∞
𝑗=0 |𝑣𝑗|

2 < +∞}. 

Now let us give the definition of the Laguerre transform and 
outline some of its properties (Litynskyy and Muzychuk, 2015b). 
Consider a mapping ℒ: 𝐿𝜎

2 (ℝ+; 𝑋) → 𝑋∞ which operates accord-
ing to the rule  

𝑓𝑘: = 𝜎 ∫  
ℝ+
𝑓(𝑡)𝐿𝑘(𝜎𝑡) 𝑒

−𝜎𝑡𝑑𝑡,      𝑘 ∈ ℕ0 ≔ ℕ ∪ {0},         (10) 

where {𝐿𝑘(𝜎 ⋅)}𝑘∈ℕ0 are Laguerre polynomials, which form or-

thogonal basis in the space 𝐿𝜎
2 (ℝ+) (Keilson et al., 1980). Also 

consider the mapping ℒ−1: 𝑙2(𝑋) → 𝐿𝜎
2 (ℝ+; 𝑋), which maps an 

arbitrary sequence 𝒉 = (ℎ0, ℎ1, . . . , ℎ𝑘 , . . . )
𝛵 to a function  

ℎ(𝑡):= (ℒ−1𝒉)(𝑡) = ∑  ∞
𝑘=0 ℎ𝑘  𝐿𝑘(𝜎𝑡), 𝑡 ∈ ℝ+.           (11) 

  
Proposition 2.1 (theorem 2 from Litynskyy and Muzychuk, 
2015b) The mapping ℒ: 𝐿𝜎

2 (ℝ+; 𝑋) → 𝑋∞ that maps the arbitrary 
function 𝑓 to the sequence 𝒇 = (𝑓0, 𝑓1, . . . , 𝑓𝑘 , . . . )

𝛵 according to 
the formula(10), is injective and its image is the space 𝑙2(𝑋), and  

||𝑓||𝐿𝜎2 (ℝ+;𝑋)
2 =

1

𝜎
∑  ∞
𝑘=0 ||𝑓𝑘||𝑋

2 .         (12) 

In addition, for the arbitrary function 𝑓 ∈ 𝐿𝜎
2 (ℝ+; 𝑋) we have an 

equality  

ℒ−1ℒ𝑓 = 𝑓,           (13) 

where the mapping ℒ−1: 𝑙2(𝑋) → 𝐿𝜎
2 (ℝ+; 𝑋) is the inverse to ℒ 

and maps the arbitrary sequence 𝒉 = (ℎ0, ℎ1, . . . , ℎ𝑘 , . . . )
𝛵 to the 

function ℎ according to the formula (11).    
  

Definition 2.2 (Litynskyy and Muzychuk, 2015b) Let 𝜎 > 0 
and 𝑋 be a Hilbert space. Mappings ℒ: 𝐿𝜎

2 (ℝ+; 𝑋) →

𝑙2(𝑋)     𝑎𝑛𝑑      ℒ−1: 𝑙2(𝑋) → 𝐿𝜎
2 (ℝ+; 𝑋), mentioned in Proposi-

tion 2.1, are called, respectively, direct and inverse Laguerre 
transforms, and the formula (12) is an analogue of the Parseval 
equality.   

   

Definition 2.3 (Litynskyy et al., 2009) Let 𝑋, 𝑌, 𝑍 be arbitrary 
sets and 𝑞: 𝑋 × 𝑌 → 𝑍 be some mapping. By a q-convolution  of 
sequences 𝒖 ∈ 𝑋∞ and 𝒗 ∈ 𝑌∞ we understand the sequence 
𝒘:= (𝑤0, 𝑤1, . . . , 𝑤𝑗 , . . . )

𝛵 ∈ 𝑍∞, whose elements are obtained 

by the rule  

𝑤𝑗: = ∑  
𝑗
𝑖=0 𝑞(𝑢𝑗−𝑖 , 𝑣𝑖) ≡ ∑  

𝑗
𝑖=0 𝑞(𝑢𝑖 , 𝑣𝑗−𝑖),    𝑗 ∈ ℕ0;       (14)  

the q-convolution of 𝒖 and 𝒗 is shortly written in the form 𝒘 =
𝒖 ∘
𝑞
𝒗.   

If 𝑋=ℒ(𝑌,𝑍) is the space of linear operators acting from the 
space 𝑌 into the space 𝑍 and  𝑞(𝐴, 𝑣):= 𝐴𝑣, 𝐴 ∈ ℒ(𝑌, 𝑍), 𝑣 ∈ 𝑌, 
then for components of the q-convolution of arbitrary sequences 
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𝑨 ∈ (ℒ(𝑌, 𝑍))∞ and 𝒗 ∈ 𝑌∞ we will have the following formula  

𝑤𝑗 = ∑  
𝑗
𝑖=0 𝐴𝑗−𝑖𝑣𝑖 ,    𝑗 ∈ ℕ0,              (15) 

and will write 𝒘:= 𝑨 ∘
𝑍
𝒗. 

Now let’s consider a sequence of functions  

𝑒0(𝑧): =
𝑒−𝜎|𝑧|

4𝜋|𝑧|
,    𝑒𝑘(𝑧):=

𝑒−𝜎|𝑧|

4𝜋|𝑧|
(𝐿𝑘(𝜎|𝑧| − 𝐿𝑘−1(𝜎|𝑧|)), 𝑘 ∈ ℕ,

𝑧 ∈ ℝ3\{0}.           (16) 

Based on the above, in the space 𝐻1(𝛺): = {𝑣 ∈ 𝐿2(𝛺)||𝛻𝑣| ∈
𝐿2(𝛺)} we can define a function sequence  

𝒖(𝑥):= (𝑫 ∘
𝐻1(𝛺)

𝝀)(𝑥),    𝑥 ∈ 𝛺,         (17) 

where 𝝀 = ℒ𝜆 for any 𝜆 ∈ 𝐿𝜎
2 (ℝ+; 𝐻

1/2(𝛤)) and the sequence 𝑫 
is composed of operators 𝐷𝑘: 𝐻

1/2(𝛤) → 𝐻1(𝛺, 𝛥), 𝑘 ∈ ℕ0, given 
by the rule  

(𝐷𝑘𝜉)(𝑥):=
1

4𝜋
∫  
𝛤
𝜉(𝑦)𝝂(𝑦) ⋅ 𝛻𝑦𝑒𝑘(𝑥 − 𝑦)𝑑𝛤𝑦.        (18) 

Here 𝐻1(𝛺, 𝛥): = {𝑣 ∈ 𝐻1(𝛺)|  𝛥𝑣 ∈ 𝐿2(𝛺)}, 𝐻1/2(𝛤) denotes a 
space of traces of elements of 𝐻1(𝛺) on the surface 𝛤 and 
𝐻−1/2(𝛤):= (𝐻1/2(𝛤))′. If 𝑢 is expressed by the retarded double 
layer potential (4) with some density 𝜆 then the sequence (17) 
represents the transformation 𝒖 = ℒ𝑢 (Litynskyy and Muzychuk, 
2016). Similarly, applying the LT to the equation (7), we obtain a 
BIE system  

𝑾 ∘
𝐻−1/2(𝛤)

𝝀 = 𝒈    𝑖𝑛    𝑙2(𝐻−1/2(𝛤)),         (19) 

where 𝒈 = ℒ𝑔 and 𝑾: 𝑙2(𝐻1/2(𝛤)) → 𝑙2(𝐻−1/2(𝛤)) is a se-
quence of boundary operators  

(𝑊𝑘𝜉)(𝑥) ≔
1

4𝜋
𝝂(𝑥) ⋅ lim

𝑥′→𝑥
𝛻𝑥′ ∫  

𝛤

𝜉(𝑦)𝝂(𝑦) ⋅ 𝛻𝑦𝑒𝑘(𝑥
′ − 𝑦)𝑑𝛤𝑦 ,     

𝑘 ∈ ℕ0.           (20) 

After finding the solution 𝝀 = (𝜆0, 𝜆1, . . . )
𝛵  of the BIEs (19), 

the generalized solution of the problem (1)-(3) can be presented 
as a sum of the series  

𝑢(𝑥, 𝑡) = ∑  ∞
𝑘=0 (∑  𝑘

𝑖=0 𝐷𝑘−𝑖𝜆𝑖(𝑥)) 𝐿𝑘(𝜎𝑡),    (𝑥, 𝑡) ∈ 𝑄.       (21) 

 
Proposition 2.4 (theorem 2.4 from Litynskyy and Muzychuk, 
2016) Let 𝑔 ∈ 𝐻𝜎0

𝑚+4(ℝ+; 𝐻
−1/2(𝛤)) for some 𝜎0 > 0 and 

𝑚 ∈ ℕ0. Then there exists a unique generalized solution of the 
problem (1)-(3), it belongs to the space 𝐻𝜎0

𝑚+1(ℝ+; 𝐻
1(𝛺)) and for 

any 𝜎 ≥ 𝜎0 such an inequality holds  

||𝑢||𝐻𝜎𝑚+1(ℝ+;𝐻1(𝛺)) ≤ 𝐶||𝑔||𝐻𝜎𝑚+4(ℝ+;𝐻−1/2(𝛤)),        (22) 

where 𝐶 > 0 is a constant that is not dependent on 𝑔. 
In addition, the generalized solution of the problem (1)-(3) can 

be obtained by the inverse transform 𝑢 = ℒ−1𝒖, where 𝑢𝑗 ∈

𝐻1(𝛺, 𝛥) (𝑗 ∈ ℕ0) are the corresponding components of the q-
convolution (17), and elements of the sequence 𝝀 ∈ 𝑙2(𝐻1/2(𝛤)) 
are solutions of BIE system (19), in which 𝒈 = ℒ𝑔. 

3. BEM FOR THE INFINITE BIE SYSTEM 

We have now the new representation (21) of the solution 
of the problem (1)-(3) and the infinite BIE system (19) with un-
known functions 𝝀 = (𝜆0, 𝜆1, . . . )

𝛵. It is easy to see that the sys-

tem (19) can be rewritten as a sequence of BIEs  

{
 
 

 
 
𝑊0𝜆0 = 𝑔0    𝑖𝑛    𝐻

−1/2(𝛤),

𝑊0𝜆1 = �̃�1    𝑖𝑛    𝐻
−1/2(𝛤),

    .    .    .    .    .    .    .    .    .    
𝑊0𝜆𝑘 = �̃�𝑘     𝑖𝑛    𝐻

−1/2(𝛤),    𝑘 ∈ ℕ,
    .    .    .    .    .    .    .    .    .    

        (23) 

with recursive right-hand sides  

�̃�𝑘: = 𝑔𝑘 − ∑  𝑘−1
𝑖=0 𝑊𝑘−𝑖𝜆𝑖 ,    𝑘 ∈ ℕ.         (24) 

For every 𝑘 ∈ ℕ0  the corresponding 𝑘-th equation of (23) is a 
hypersingular equation that has the form  

𝑊0𝜂 = 𝑓    𝑖𝑛    𝐻
−1/2(𝛤).          (25) 

It has a unique solution 𝜂 ∈ 𝐻1/2(𝛤) for an arbitrary function 
𝑓 ∈ 𝐻−1/2(𝛤) (Hsiao and Wendland, 2008). We can choose (by 
some criteria) value 𝑁 and find from (23) the first components 
𝜆0, 𝜆1, . . . , 𝜆𝑁. Then the approximate solution of the problem (1)-
(3) is the partial sum  

𝑢𝑁(𝑥, 𝑡) = ∑  𝑁
𝑗=0 (∑  𝑘

𝑖=0 𝐷𝑘−𝑖𝜆𝑖(𝑥)) 𝐿𝑘(𝜎𝑡),    (𝑥, 𝑡) ∈ 𝑄.       (26) 

We are now in position to apply the BEM for finding unknown 
functions. Consider in 𝐻1/2(𝛤) a sequence of finite-dimensional 
subspaces 𝑋𝑀 ⊂ 𝐻1/2(𝛤), 𝑀 ∈ 𝑁, assuming that {𝜙𝑖}𝑖=1

𝑀  is a 
basis of 𝑋𝑀. The numerical solution of the equation (25) can be 
presented as a linear combination  

𝜂𝑀: = ∑  𝑀
𝑖=1 𝜂𝑖𝜙𝑖 ∈ 𝑋

𝑀          (27) 

that is a solution of such variational equation  

〈𝑊0𝜂
𝑀, 𝜂〉𝛤 = 〈𝑓, 𝜂〉𝛤     ∀𝜂 ∈ 𝑋

𝑀.         (28) 

Applying the Galerkin method, that is taking the elements of the 

basis 𝜙𝑗 as test functions in order to find the vector of unknown 

coefficients 𝜼[𝑀]: = {𝜂𝑖}𝑖=1
𝑀 ∈ ℝ𝑀, we will get a system of linear 

algebraic equations (SLAE)  

𝑊0
[𝑀]
𝜼[𝑀] = 𝒇[𝑀].           (29) 

where 𝑊0
[𝑀]
[𝑗, 𝑖]: = 〈𝑊0𝜙𝑖 , 𝜙𝑗〉𝛤 , 𝑓𝑗

[𝑀]
: = 〈𝑓, 𝜙𝑗〉𝛤 ,    𝑖, 𝑗 = 1,𝑀. 

As a result of the 𝐻1/2(𝛤)-ellipticity of the operator 𝑊0, the matrix 

𝑊0
[𝑀]

 is positive definite (Costabel M., 1988; Hsiao and Wedland, 

1977; Schtainbah, 2008). Therefore, the system (29) has a unique 
solution for an arbitrary right-hand side ∀𝑀 ∈ 𝑁. 

Let 𝛤�̃� = ⋃  �̃�
𝑙=1 𝜏𝑙 be some approximation of the boundary 𝛤 

composed of triangular boundary elements {𝜏𝑙}𝑙=1
�̃�  with vertices 

{𝑥[𝑙1], 𝑥[𝑙2], 𝑥[𝑙3]}. We assume that vertices of all triangles have a 

global numbering {𝑥𝑘}𝑘=1
𝑀∗

 and for each point 𝑥𝑘 there exists an 
associated set ℐ(𝑘) of numbers of those triangles that have this 
point as a vertex. We treat the value ℎ:= max

𝑙=1,�̃�
(∫  𝜏𝑙

d𝑠)1/2 as the 

parameter of the spatial approximation. 
Note that each triangle can be projected on a “standard”' tri-

angle 𝜏:= {𝜉: = (𝜉1, 𝜉2) ∈ 𝑅
2:  0 < 𝜉1 < 1, 0 < 𝜉2 < 1 − 𝜉1}.  

Following Dautray and Lions (1992) and Schtainbah (2008), func-
tions 𝜙1

1(𝜉) = 1 − 𝜉1 − 𝜉2, 𝜙2
1(𝜉) = 𝜉1 and 𝜙3

1(𝜉) = 𝜉2, defined 

locally on the triangle 𝜏, form a set {𝜑𝑖
1}
𝑖=1

𝑀
, 𝑀 = 𝑀∗, that contains 

linearly-independent on 𝛤�̃� functions. Moreover, supp 𝜑𝑖
1 =

⋃  𝑙∈ℐ(𝑖) 𝜏𝑙 =: 𝜏𝑖
∗. Then the numerical solution 𝝀ℎ: = (𝜆0

ℎ, 𝜆1
ℎ, . . . )𝛵 

of the BIE system (23) is sought in the form  

𝜆𝑘
ℎ = ∑  𝑀

𝑙=1 𝜆𝑘,𝑙
ℎ 𝜑𝑙

1    ∈ 𝑆ℎ
1(𝛤):= span{𝜑𝑖

1}
𝑖=1

𝑀
, 𝑘 ∈ 𝑁0,       (30) 
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where {𝜆𝑘,𝑙
ℎ }

𝑙=1

𝑀
 are the unknown coefficients. In order to find the 

vector 𝜆𝑘
ℎ: = {𝜆𝑘,𝑙

ℎ }
𝑙=1

𝑀
∈ ℝ𝑀 we obtain the following SLAE from 

(29)  

𝑾0
ℎ𝝀𝑘

ℎ = 𝒈𝑘
ℎ −∑  𝑘−1

𝑖=0 𝑾𝑘−𝑖
ℎ 𝝀𝑖

ℎ,    𝑘 ∈ 𝑁 ,        (31) 

where  

𝑊𝑗
ℎ[𝑖, 𝑙] = ∫  

𝜏𝑖
∗ 𝜑𝑖

1(𝑥)𝜕𝜈(𝑥) ∫  
𝜏𝑙
∗ 𝜑𝑙

1(𝑦)𝜕𝜈(𝑦)𝐸𝑗(𝑥 − 𝑦)𝑑𝑠𝑦𝑑𝑠𝑥, 𝑗 =

0, 𝑘,            (32)  

𝑔𝑘
ℎ[𝑖] = ∫  

𝜏𝑖
∗ 𝜑𝑖

1(𝑥)�̃�𝑘(𝑥)𝑑𝑠𝑥,    𝑖, 𝑙 = 1,𝑀.        (33) 

After finding the consequent vector 𝛌k
h we can compute the corre-

sponding element of the sequence 
𝒖ℎ: = (𝑢0

ℎ, 𝑢1
ℎ, . . . , 𝑢𝑘

ℎ, . . . , 𝑢𝑁
ℎ , 0, . . . )𝛵: 

𝑢𝑘
ℎ(𝑥) = ∑  𝑘

𝑗=0 (𝐷𝑗𝜆𝑘−𝑗
ℎ )(𝑥), 𝑥 ∈ 𝛺.         (34) 

Having 𝒖ℎ, the numerical solution of the Neumann problem is 
found by the formula  

𝑢𝑁,ℎ(𝑥, 𝑡) = ∑  𝑁
𝑗=0 𝑢𝑘

ℎ(𝑥) 𝐿𝑘(𝜎𝑡),    (𝑥, 𝑡) ∈ 𝑄.        (35) 

Let us obtain, following Hsiao and Wedland (1977), an a priory 
error estimate of the numerical solution after the introduction of 
Sobolev spaces of piecewise-smooth on the boundary 𝛤 func-

tions. Let 𝛤 be a union 𝛤 = ⋃  �̃�
𝑖=1 𝛤𝑖 of surfaces 𝛤𝑖 (𝛤𝑖 ∩ 𝛤𝑗 = ∅ 

when 𝑖 ≠ 𝑗), each of which has a sufficiently smooth parameteri-
zation 𝛤𝑖: = {𝑥 ∈ 𝑅

3 ∶  𝑥 = 𝜒𝑖(𝜉), 𝜉 ∈ �̃�𝑖 ⊂ 𝑅
2}. Then, using the 

set of the non-negative functions 𝜙𝑖 ∈ 𝐶0
∞(𝑅3) such that 

∑  �̃�
𝑖=1 𝜙𝑖(𝑥) = 1    ∀𝑥 ∈ 𝛤,        𝜙𝑖(𝑥) = 0    ∀𝑥 ∈ 𝛤\𝛤𝑖 , 

an arbitrary piecewise-smooth function can be given in a form  

𝑣(𝑥) = ∑  �̃�
𝑖=1 𝜙𝑖(𝑥)𝑣(𝑥) = ∑  �̃�

𝑖=1 𝑣𝑖(𝑥)    ∀𝑥 ∈ 𝛤,         (36) 

where 𝑣𝑖(𝑥):= 𝜙𝑖(𝑥)𝑣(𝑥)    ∀𝑥 ∈ 𝛤𝑖. Taking into account the 
parameterization of the fragments 𝛤𝑖, we consider Sobolev spaces 
𝐻𝑠(�̃�𝑖), elements of which are functions �̃�𝑖(𝜉):= 𝑣𝑖(𝜒𝑖(𝜉)) when 
𝜉 ∈ �̃�𝑖 , with corresponding norms and semi-norms  

||�̃�𝑖||𝐻𝑠(�̃�𝑖) ≔ (∑  |𝛼|≤𝑚 ||𝜕𝛼�̃�𝑖||𝐿2(�̃�𝑖)
2 )

1

2, 

|�̃�𝑖|𝐻𝑠(�̃�𝑖) ∶=  ( ∑  
|𝛼|=𝑚

|𝜕𝛼�̃�𝑖|𝐿2(�̃�𝑖)
2 )

1
2, 𝑠 = 𝑚 ∈ 𝑁 ; 

|�̃�𝑖|𝐻𝑠(�̃�𝑖) ≔ ( ∑  
|𝛼|=𝑚

∫  
�̃�𝑖

∫  
�̃�𝑖

|𝜕𝛼�̃�𝑖(𝜉) − 𝜕
𝛼�̃�𝑖(𝜂)|

2

|𝜉 − 𝜂|2+2𝜎
𝑑𝑠𝜉𝑑𝑠𝜂)

1
2,   

  𝑠 = 𝑚 + 𝜎, 𝜎 ∈ (0,1).          (37) 
Here ∂𝛼 is a notation of the partial derivative with a multi-index 
𝛼 = (α1, α2). Moreover, for functions that are defined on the 
whole boundary 𝛤, we use the semi-norm  

|𝑣|𝐻𝑠(𝛤): = (∑  �̃�
𝑖=1 |�̃�𝑖|𝐻𝑠(�̃�𝑖)

2 )1/2.         (38) 

Lemma 3.1  Let 𝝀 ∈ (𝐻𝑠(𝛤))∞ for some 𝒔 ∈ [
1

2
, 2] be the exact 

solution of the BIE system (23), which satisfies an inequality  

∑  ∞
𝑗=0 |𝜆𝑗|𝐻𝑠(𝛤) < +∞.          (39) 

Then for any values of parameters 𝑁 ∈ ℕ0 and 𝑇 ∈ ℝ+ the follow-
ing error estimates hold  

‖𝜆𝑁(⋅, 𝑡) − 𝜆𝑁,ℎ(⋅, 𝑡)‖
𝐻
1
2(𝛤)

≤ �̃�𝑁,𝑇ℎ
𝑠−
1
2∑ 

𝑁

𝑘=0

|𝜆𝑘|𝐻𝑠(𝛤),   

  𝑡 ∈ (0, 𝑇),           (40) 

|𝑢𝑁(𝑥, 𝑡) − 𝑢𝑁,ℎ(𝑥, 𝑡)| ≤ �̃�𝑁,𝑇
∗ ℎ𝑠−

1
2∑ 

𝑁

𝑘=0

|𝜆𝑘|𝐻𝑠(𝛤),     

𝑥 ∈ 𝛺,    𝑡 ∈ (0, 𝑇),           (41) 

where �̃�𝑁,𝑇  and �̃�𝑁,𝑇
∗  are constants independent of ℎ.   

Proof. Let us fix two arbitrary values 𝑁 ∈ ℕ0 and 𝑇 ∈ ℝ+ and 
consider 𝛿𝑁,𝑇: = ||𝜆

𝑁(⋅, 𝑡) − 𝜆𝑁,ℎ(⋅, 𝑡)||𝐻1/2(𝛤) = ||∑  𝑁
𝑘=0 (𝜆𝑘(⋅) −

𝜆𝑘
ℎ(⋅))𝐿𝑘(𝜎𝑡)||𝐻1/2(𝛤)  for any 𝑡 ∈ (0, 𝑇). Setting 𝐶𝑁,𝑇: =

max
𝑡∈[0,𝑇],𝑘=0,𝑁

|𝐿𝑘(𝜎𝑡)| we can write  

𝛿𝑁,𝑇 ≤ 𝐶𝑁,𝑇 ∑  𝑁
𝑘=0 ||𝜆𝑘 − 𝜆𝑘

ℎ||𝐻1/2(𝛤).         (42) 

Note that for any function 𝜆𝑘, which satisfies an equation like (25), 
the inequality (39) yields the following estimate (Schtainbah, 
2008)  

||𝜆𝑘 − 𝜆𝑘
ℎ||𝐻1/2(𝛤) ≤ �̃�𝑘ℎ

𝑠−1/2|𝜆𝑘|𝐻𝑠(𝛤),    𝑘 ∈ 𝑁0,                    (43) 

where �̃�𝑘 are constants independent of ℎ. Using this inequality 
and setting �̃�𝑁,𝑇: = 𝐶𝑁,𝑇max

𝑘=0,𝑁
{�̃�𝑘} we obtain (40) from (42). 

Since in the case of Lipschitz boundary all functions 𝐸𝑗(𝑥 −⋅) 

are bounded and infinitely continuously differentiable on 𝛤 for any 
fixed point 𝑥 ∈ 𝛺, we get inequality ||𝜕𝜈(⋅)𝐸𝑗(𝑥 −⋅)||𝐻−1/2(𝛤) ≤

𝑐𝑗
∗ = 𝑐𝑜𝑛𝑠𝑡. Taking it and (43) into account by the Generalized 

Cauchy-Schwarz inequality we obtain |𝑢𝑘(𝑥) − 𝑢𝑘
ℎ(𝑥)| =

|∑  𝑘
𝑖=0 〈𝜕𝜈(⋅)𝐸𝑘−𝑖(𝑥 −⋅), (𝜆𝑖 − 𝜆𝑖

ℎ)  〉𝛤| ≤ �̃�𝑘ℎ
𝑠−1/2∑  𝑘

𝑖=0 |𝜆𝑖|𝐻𝑠(𝛤), 

where �̃�𝑘 are constants independent of ℎ. Using this estimate, the 
rest of the proof for (41) can be carried out analogously to the 

proof for (40).∎ 

4. RESULTS OF THE COMPUTATIONAL EXPERIMENT 

Let us demonstrate the suggested method to solve some 
model problem and assess the accuracy of numerical solutions. 
Let the domain 𝛺:= 𝑅3\𝛺− be outside of a cube 𝛺−: = [−1,1] ×
[−1,1] × [−1,1] and the function 𝑔(𝑥, 𝑡): = −𝜕𝜈(𝑥)𝑣(𝑥, 𝑡),

(𝑥, 𝑡) ∈ 𝛴, in the boundary condition (3) is defined by means of a 
spherical impulse 𝑣(𝑥, 𝑡): = 𝑓3(𝑡 − |𝑥| + 1)|𝑥|

−1, (𝑥, 𝑡) ∈ 𝑄, 
where 𝑓3 is a cubic 𝐵-spline. 

Tab. 1. Convergence behavior of 𝑢0
ℎ(𝑥) at points 𝑥 = (𝑥1, 0,0)   

 𝑢0
ℎ(𝑥) 𝒖𝟎(𝒙) 

𝒙𝟏 𝑴 = 𝟓𝟖𝟖 𝑴 = 𝟏𝟐𝟎𝟎 𝑴 = 𝟏𝟕𝟐𝟖 

1.2 4.97567

× 10−1 

5.16241

× 10−1 

5.23443

× 10−1 

5.58600

× 10−1 

1.5 2.19226

× 10−1 

2.26607

× 10−1 

2.29583

× 10−1 

2.45252

× 10−1 

2.0 6.07058

× 10−2 

6.25240

× 10−2 

6.32929

× 10−2 

6.76676

× 10−2 

3.0 5.50191

× 10−3 

5.64833

× 10−3 

5.71311

× 10−3 

6.10521

× 10−3 

4.0  5.59834

× 10−4 

5.73967

× 10−4 

5.80360

× 10−4 

6.19688

× 10−4 
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Since the function 𝑣 satisfies the wave equation in Ω we can 
use it as a analytical solution of the Neumann problem (1)-(3). 
Following Muzychuk and Chapko (2012), we can also consider 
elements of sequence 𝒗(𝑥) = 𝓛𝑣(𝑥,⋅), 𝑥 ∈ 𝛺, as exact values 
for q-convolution 𝒖ℎ(𝑥), computed according to the formula (34) 
on the solution 𝝀h of BIE (23) with 𝑔𝑘 = −𝜕𝜈𝑣𝑘, 𝑘 ∈ ℕ0, in right-
hand side. 

At first we consider how parameter ℎ of BEM, that depends on 

the number 𝑀 of boundary elements on the surface 𝛤, has effect 

on the approximation error of elements of the sequence 𝒗 via 
corresponding elements of the sequence 𝒖ℎ . Table 1 contains 

values of numerical solutions 𝑢0
ℎ computed with various values 𝑀. 

As expected, at all points of observation these values tend to 
corresponding exact values 𝑢0 with decreasing of the value ℎ. 
Note, that components 𝑢𝑘

ℎ, 𝑘 ∈ ℕ, have the same convergence 
behaviour.  

Tab. 2. Error analysis of 𝑢0
ℎ(𝑥) 

   𝑴   𝜹𝒉   𝒆𝒐𝒄   𝜺𝒉(%)  

 300  0.03539    8.34  

588  0.02565  0.957  5.92  

768  0.02254  0.967  5.16  

972  0.02011  0.969  4.58  

1200  0.01815  0.985  4.11  

1728  0.01518  0.992  3.32  

Let us now compute values 𝛿ℎ: = ||𝑢0
ℎ − 𝑢0||𝐿2(𝑎,𝑏) and 

휀ℎ: = 𝛿ℎ||𝑢0||𝐿2(𝑎,𝑏)
−1 ⋅ 100%, where (𝑎, 𝑏) is a spatial interval 

from which observation points 𝑥 are taken, and also evaluate the 
estimated order of convergence 𝑒𝑜𝑐:= (𝑙𝑛 𝛿ℎ𝑗 − 𝑙𝑛𝛿ℎ𝑗+1)(𝑙𝑛ℎ𝑗 −

𝑙𝑛ℎ𝑗+1)
−1 (Schtainbah, 2008), where ℎ𝑗 and ℎ𝑗+1 are parameters 

of consequent spatial discretizations. Computed with 𝑎 =
(1.2, 0, 0) and 𝑏 = (10, 0, 0) results are given in Tab. 2. They 
highlight that 𝑒𝑜𝑐 ≈ 1 for this class of problems. Note, that an 
analogous behaviour is intrinsic also to 𝑢𝑘

ℎ, 𝑘 ∈ ℕ. 
On Figure 1 numerical solutions 𝑢ℎ,𝑁(𝑥, 𝑡) of the Neumann 

problem (1)-(3), computed with various values of the parameter N 

in the partial sum (35) and 𝑀 = 972, are plotted as a comparison 
against the analytical solution 𝑣(𝑥, 𝑡). As we can see these results 
have close agreement in some initial time interval already for not 
large values 𝑁. This interval can be enlarged with increasing 𝑁. 
Numerical solutions 𝑢ℎ,𝑁(𝑥, 𝑡) computed with 𝑁 = 40 and 

𝑀 = 972 are presented on Figure 2. They demonstrate signal 
propagation at different observation points 𝑥. 
 

 

Fig.1. Numerical solutions 𝑢ℎ,𝑁(𝑥, 𝑡) of problem (1)-(3)  
          at point 𝑥 = (2,0,0) with various values 𝑁  

 

Fig. 2. Numerical solutions 𝑢ℎ,𝑁(𝑥, 𝑡) of problem (1)-(3)  
            at points 𝑥 = (𝑥1, 0, 0) 

5. CONCLUSION 

The proposed method enables us to find the numerical solu-
tion of the Neumann problem for the homogeneous wave equation 
with homogeneous initial conditions.  Applying the LT, we omit the 
delay in the retarded double layer potential and in the time-domain 
BIE making computation process clearer. As result we obtain the 
sequence of BIEs which enable us to use the BEM efficiently.  

  Results of computational experiments confirm apriori error 
estimates that are obtained in the article. 
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