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With the development of economies and the improvement 
of living standards, our environment, especially natural 
water is constantly being polluted. In recent years, water 
pollution and water shortages in climate change conditions 
are two of the most serious and widespread environmental 
problems. Therefore, study of the analysis and management 
of the water quality of rivers recharged with reclaimed 
water has high theoretical and practical significance 
(Sokáč and Velísková, 2015). Mathematical models are 
used for approximation of various complex processes and 
phenomena (Ivan and Macura, 2014). The water quality 
modeling has the goal to provide as exactly as possible 
description of transport processes related to water quality 
changes. The determination of model parameters belongs 
among the most significant factors that affect the model 
results. The sensitivity analysis of these parameters is the 
crucial task in process of model validation (Hamby, 1994) 
and also provides support tools for decision making process 
in planning extent of field measurements necessary for 
modelling of transport processes in rivers and helps us to 
decide where we should focus data collection activities. The 
objectives of the sensitivity analysis are usually as follows: 
defining the model and its independent and dependent 
variables, identification of inputs which most influence the 
variability of outputs, determination of additional research of 
parameters for improving the knowledge base, reduction of 
the output uncertainty, determination of parameters which 
are most highly correlated with the output and in process of 
model use what consequence results from changing a given 
input parameter (Hamby, 1994). We may use several ways for 
conducting of sensitivity analyses. However, we may expect 
that for the same tasks we do not achieve identical results. 
We may distinguish quantitative and qualitative methods 
(Cariboni et al., 2007). There exist two basic approaches for 
sensitivity analysis (SA) – local SA and global SA. The local 

SA examines the local response of the outputs by varying 
input parameters one at a time, holding other parameters 
to a central value; and the global SA examines the global 
response averaged over the variation of all the parameters 
of model output by exploring a finite region (Xu et al., 2004).

For generating of simulated data sets for sensitivity analysis 
a model HEC-RAS has been used. It represents traditional 
numerical hydraulic model used to solve various river 
engineering tasks (USACE HEC, 2010). The water quality 
module that is a part of the HEC-RAS model, uses the 
QUICKEST-ULTIMATE explicit numerical scheme described 
by (Leonard, 1991), which solves the one-dimensional 
advection-dispersion equation (ADE) (Zhang and Johnson, 
2014). The model includes transport and reactions that 
affect water quality variables that are either dissolved or in 
particulate form in the water column. For relatively simple 
transport scenarios, the ADE can be represented in the one-
dimensional form (1): 

  (1)

where: 
V – volume of the water quality cell (m3)
C – concentration of a constituent (g.m-3)
Q – inflow (m3.s-1)
x – distance along channel (m)
Dx – water quality cell length (m)
A – cross-sectional flow area (m2)
t – time (s)
Dx – dispersion coefficient (m2.s-1)
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SL – source/sink term representing direct and diffuse 
loading rate (g.m-3.s-1)

SB – source/sink term representing boundary loading 
rate, including upstream, downstream, and benthic 
(g.m-3.s-1)

SK – source/sink term representing biogeochemical 
reaction rate (g.m-3.s-1)

For sensitivity analysis we used “Measure of Local 
Sensitivity” approach that is, conceptually, the simplest 
method for sensitivity analysis which repeatedly varies one 
parameter at a time while holding the others (Hamby, 1994). 
A sensitivity ranking can be obtained quickly by increasing 
each parameter by a given percentage while leaving all others 
constant and quantifying the change in model outputs. The 
sensitivity assessment is based on a comparative analysis of 
model outputs reflecting the changes of parameters which 
describe model structure changes. Input parameters are 
represented by bed roughness coefficient, friction slope 
at both downstream and upstream boundaries, bed slope 
homogeneity and outputs are represented by maximal 
concentration of pollution course along the canal and travel 
time of pollution peak. Finally, the results were evaluated 
with sensitivity characteristic defined as an absolute value 
of ratio percentage of output change to percentage of input 
change.

Case study characteristics
The simulation analysis has been carried out for reference 
channel prototype represented by prismatic channel with 
bed slope So = 0.001, bed width w = 1.00 m, bank slope 
V : H = 1 : 1, channel depth d = 1.00 m, Manning´s roughness 
coefficient n = 0.030 and channel length L = 1,000 m. The 
distance of cross sections Dx = 50 m and water quality cell 
lengths Dxq = 50 m. 

Model inputs and loading scenarios
The analysis has been conducted for one loading scenario 
with initial conditions Co = 0 mg.l-1 for the whole length 
of the canal. At the upstream boundary condition the 
instantaneous mass injection of 50,000 g NaCl was 
simulated. We simulated steady flow conditions with 
a  constant discharge Q = 0.500 m3.s-1. Both the upstream 
and the downstream boundary conditions have been 
defined as a normal depth described by friction slope 
Sf = 0.001 as a reference condition. Dispersion coefficients 
Dx were computed by the model on the basis of hydraulic 
variables at each face according to Fischer equation (Fischer, 
1979) (2). This approach avoids potential model instability 
(USACE HEC, 2010): 

   

where:
u – face velocity (m.s-1)
W – average channel width (m)
y – depth of water in channel (m)
u* – shear velocity (m.s-1)

The shear velocity is:

  (3)

where:
g – gravitational constant (9.81 m. s-2)
d – average channel depth (m)
SL – friction slope (unitless)

Input parameter setup 
The sensitivity analysis is based on input parameters 
changes and quantifying the change in model outputs. The 
comparison assumes that input parameter value ranges 
model structure are realistic and based on knowledge 
published in literature. 

The sensitivity analysis is based on a comparison of model 
outputs reflecting the changes of input parameters which 
are represented by channel roughness coefficient, and 
friction slope at both downstream and upstream boundaries. 
The outputs are represented by maximal concentration of 
pollution course in water quality cell (WQC) between river 
stations along the channel and travel time of pollution peak 
to given distance from injection point. Reference roughness 
state is defined with Manning’s roughness coefficient 
n = 0.030. 
Run 1
Input data – channel roughness with reference state n  = 

0.030
Model output  – maximal concentration of pollution in 

particular WQC 

The model output response in the first run was 
represented by dataset of maximal pollution concentration 
calculated for center of WQC. The input parameters 
changes are presented in Table 1. The obtained results are 
demonstrated in Table 2. Value DI (%) is percentage of input 
parameter change (roughness) and DOm (%) is mean output 
change for all particular WQC. 
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Table 1 Channel roughness coefficients n and corresponding longitudinal dispersion coefficient Dx calculated by model and 
their changes to reference values (for n = 0.030) 

n 0.020 0.030 0.040 0.060 0.080 0.100

Dn -33% 0% 33% 100% 167% 233%

Dx (m2.s-1) 0.98 0.52 0.33 0.18 0.11 0.07

DDx -88% 0% 37% 65% 79% 87%

(2)
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Run 2
Input data – channel roughness/reference state n = 0.030
Model output – travel time changes of pollution peak in 

particular WQC

The model output response in the second run was 
represented by dataset of pollution peak travel time 
calculated to center of particular WQC. The obtained results 
are presented in Table 3. 

The presented analyses show that model outputs 
refl ecting the roughness change in the same order of 
magnitude as maximal pollution concentration and travel 
time of pollution concentration peak. There exist uniform 
changes of pollution peak concentration along the whole 
experimental reach where most sensitive were roughness 
decreasing (n = 0.020) and also increasing (n = 0.040) close 
to reference value (n = 0.020). A sensitivity characteristic 

was -1.04 for n = 0.020 and -0.50 for n = 0.040. Travel 
time outputs show higher uniformity and sensitivity 
characteristics reached values from 0.52 to 0.68. We may see 
diff erent shape of concentration profi les presented in Fig. 1 
and 2, where channel with higher values of the Manning´s 
coeffi  cient has typical course with prolonged falling limb of 
maximal concentration connectors. 
Run 3
Input data – friction slope at boundaries/reference state 

Sf = 0.001
Model output – change of pollution peak concentrations 

and travel time to particular WQC

The model output response in the third run was 
represented by data set of pollution peak changes caused 
by friction slope changes at upstream (US) and downstream 
(DS) boundaries (Table 4). The setup of friction slope Sf is 

Table 2 Pollution concentration peak changes caused by channel roughness changes

Roughness Centre of WQC distance from injection point (meters)

50 150 250 350 450 550 650 750 850 950 1,000

n ±Dn Cmax changes (%)

0.020 -33% 25 37 36 36 36 35 36 35 34 36 36 1.04

0.030 0% 0 0 0 0 0 0 0 0 0 0 0 0

0.040 33% -16 -21 -19 -19 -20 -20 -19 -20 -20 -12 -14 0.50

0.060 100% -35 -42 -41 -41 -41 -40 -41 -41 -41 -41 -41 0.40

0.080 167% -47 -53 -60 -59 -59 -59 -59 -59 -58 -68 -68 0.35

0.100 233% -54 -60 -60 -60 -60 -60 -60 -60 -60 -60 -60 0.25

Table 3 Travel time changes of pollution peak to a particular WQC caused by channel roughness change

Roughness Centre of WQC distance from injection point (m)

0 150 250 350 450 550 650 750 850 950 1,000

n Dn travel time changes (%)

0.020 -33% 0 0 -17 -30 -23 -25 -32 -27 -28 -30 -27 0.65

0.030 0% 0 0 0 0 0 0 0 0 0 0 0 0

0.040 33% 0 33 33 20 23 25 21 23 24 17 30 0.68

0.060 100% 0 67 67 60 62 63 68 68 68 17 30 0.52

0.080 167% 0 100 150 120 131 131 137 136 132 67 67 0.64

0.100 233% 0 133 150 130 131 138 142 136 140 143 157 0.55

Figure 1 Concentration profi les for particular WQCs for 
n = 0.020 (from 50 to 950 m from injection point)

Figure 2 Concentration profi les for particular WQCs for 
n = 0.040 (from 50 to 950 m from injection point)
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necessary to setup boundary conditions defined as a normal 
depth. Roughness coefficient equals n = 0.030.

An effect of friction slope changes on outputs has not 
major influence (table 4 and 5). The Sf changes have been 
more reflected at reaches next to downstream boundary for 
lower values of friction slope (Sf = 0.00025 and 0.0005). It is 
due to forming of backwater curve that decreases the value 
of longitudinal dispersion coefficient. The higher values 
of n have not been projected to outputs value increases. 
The sensitivity characteristics reached values from 0.00 to 
0.31  for pollution concentration peak changes and from 
0.00 to 0.18 for travel time changes of pollution peak.

Conclusion 
The sensitivity analysis represents a tool for the assessment of 
the input parameters with respect to their impact on model 
outputs. We can identify which parameters are important in 
the prediction of transport processes modelling. Sensitivity 
analysis helps us to decide where we should focus data 
collection activities. Our analyses have shown that most of 
the input parameters changes appear in the same order of 
magnitude as a response of outputs. The attention should 
be paid to exact determination of roughness coefficient 
where small differences from exact value sensitively affect 
the outputs. The results have also shown that accurate 
setup of boundary conditions is important for the case that 
normal depth is selected as a boundary condition and we 
have to determine the friction slope on basis of preliminary 
computations. 

Acknowledgement
This work has been supported by the Research Support 
Scheme of the Slovak Research and Development Agency 
by projects APVV-16-0278 and APVV No. 0274-10.

CARIBONI, J. – GATELLI, D. – LISKA, R. – SATELLI, A. 2007. The role of 
sensitivity analysis in ecological modelling. In Ecological Modelling, 
2007, 203, pp. 167–182. 
FISHER, H.B. – LIST, E.J. – KOH, R.C.Y. – IMBERGER, J. – BROOKS, N.H. 
1979. Mixing in inland and coastal waters. New York : Academic, 
1979, pp. 104–138.
HAMBY, D.M. 2014. A review of techniques for parameter sensitivity 
analysis of environmental models. In Environmental Monitoring 
and Assessment, 2014, 32, pp. 135–154.
IVAN, P. – MACURA, V. 2014. Assessment of the quality of an 
aquatic habitat for Schneider in Nitrica river. In International 
Multidisciplinary Scientific GeoConference Surveying Geology and 
Mining Ecology Management, SGEM, vol. 1, 2014, no. 3, pp. 97–103.
LEONARD, B.P. 1991. The ULTIMATE conservative difference scheme 
applied to unsteady one-dimensional advection Computer 
Methods in Applied Mechanics and Engineering. 88, 1991, pp. 
17–74.
SOKÁČ, M. – VELÍSKOVÁ, Y. 2015. Dispersion coefficient sensitivity 
analysis on simulation results: A case study Grote Laak River. In 
International Multidisciplinary Scientific GeoConference Surveying 
Geology and Mining Ecology Management, SGEM, vol. 1, 2015, no. 
3, pp. 213–220.
USACE HEC. HEC-RAS River Analysis System User’s Manual Version 
4.1. 2010, 766 p.
ZHANG, Z. – JOHNSON, B. E. 2014. Application and Evaluation of 
the HEC-RAS-Nutrient Simulation Module. NSM I, EMRRP-SR-47, 
U.S. Vicksburg : Army Engineer Research and Development Center, 
2014, 19 p.
XU, C. – HU, Y. – CHANG, Y. – JIANG, Y. – LI, X. – BU, R. – HE, H. 2004. 
Sensitivity analysis in ecological modeling Ying Yong Sheng Tai Xue 
Bao. vol. 15, 2004, no. 6, pp. 1056–1062.

nnn

References

Table 4 Pollution concentration peak changes caused by friction slope changes at US and DS boundaries 

Friction slope Centre of WQC distance from injection point (m)

50 150 550 1,000

Sf Dtf Cmax changes (%)

0.00025 -75% 0% 0% -4% -23% 0.31

0.00050 -50% 0% 0% -1% -12% 0.24

0.00100 0% 0% 0% 0% 0% 0.00

0.00200 100% 0% 0% 0% 0% 0.00

0.01000 900% 0% 0% 0% 4% 0.00

Table 5 Travel time changes of pollution peak caused by friction slope changes at US and DS boundaries (boundary 
conditions = normal depth) 

Friction slope WQC distance from injection point (m)

50 150 550 1,000

Sf ±Df travel time changes (%)

0.00025 -75% 0% 0% 0% 13% 0.18

0.00050 -50% 0% 0% 0% 7% 0.13

0.00100 0% 0% 0% 0% 0% 0.00

0.00200 100% 0% 0% 0% 0% 0.00

0.01000 900% 0% 0% 0% 0% 0.00


