An interval observer design for uncertain nonlinear systems based on the T-S fuzzy model
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A new approach to build an interval observer for nonlinear uncertain systems is presented in this paper. Nonlinear systems modeled in the Takagi-Sugeno (T-S) form are studied. A T-S proportional observer is first issued by pole-placement and LMI tools. Secondly, time-varying change of coordinates for each dynamic state estimation error is used to design an interval observer. The system state bounds are then directly deduced.
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1. Introduction

The problem of state vector estimation is very challenging in control and diagnosis theories for nonlinear systems. It has recently received considerable interest among scientists in various fields and its solution remains expected in many applications. The design of the classical state estimator (observer) is not possible due to presence of uncertainty (parametric or/and signal). A called interval observer, was introduced by [9] to estimate state bounds of biological systems that are subject to parameter uncertainties. Later the framework of interval observers was used and extended for many biological processes [3, 21, 15].

Actually, there exist many interval observers proposed for linear systems in continuous and discret times [13, 20, 12, 7]. For nonlinear systems, several observer were also proposed in [14, 19, 16, 18, 6, 8, 5, 24]. By applying similarity transformation, a Hurwitz matrix can be transformed to a Hurwitz and Metzler (cooperative) one. The transformation matrix is constant and real is considered in [18] and it is a solution of the Sylvester equation. In [13, 12] the transformation is time-varying.

In this work, we propose the design of an interval observer for nonlinear systems based on the Takagi-Sugeno model with the time-varying approach [12]. The T-S fuzzy model proposed by [22] has been shown to be an universal approximator of nonlinear dynamic systems. It’s a piecewise interpolation of several linear or nonlinear models.
through membership functions. The fuzzy proportional observer cited in [11, 23] is designed but diverges in presence of disturbances. When disturbances are with known distribution, fuzzy unknown input observer introduced by [2] can easily be applied. Fuzzy sliding mode observer studied by [1] works if uncertainties are of known structure. In the case of unknown disturbances but bounded within known bounds, the fuzzy interval observer is a solution.

In the following, an interval observer is designed for the T-S systems. Fuzzy interval observer, which is quite an important issue has not been investigated yet. This motivates us to carry out the present work. The design procedure consists in computing proportional observer gains as well as changes of coordinates by multiple time-varying transformations. The main contributions of this paper can be summarized as follows: (i) the fuzzy proportional observer gain matrices are obtained by pole-placement and LMI tools, (ii) time-varying transformation is applied for all local linear models and (iii) sufficient conditions for designing interval observers for T-S systems are given. The rest of the paper is outlined as follows. In Sect. 2, problem formulation and some necessary definitions are given. In Sect. 3, based on time-varying transformation, sufficient conditions for the existence of fuzzy interval observers are established. An example is provided to illustrate the efficiency of the proposed method in Sect. 4. Conclusions are given in Sect. 5.

2. Problem formulation and preliminaries

Consider the nonlinear system in the T-S model form:

\[
\begin{align*}
\dot{x}(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))(A_i x(t) + B_i u(t)) \\
y(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))C_i x(t)
\end{align*}
\]

(1)

where \(M\) is the number of local models function, \(x \in \mathbb{R}^n\) is the state vector, \(u \in \mathbb{R}^p\) is the input and \(y \in \mathbb{R}^q\) the output. Matrices \(A_i, B_i, C_i\) are constant and the premisse variable \(\xi(t)\) can be the control \(u(t)\) and/or the state vector \(x(t)\).

The membership functions satisfy the following convexity constraints:

\[
\begin{align*}
\sum_{i=1}^{M} \mu_i(\xi(t)) &= 1 \\
0 &\leq \mu_i(\xi(t)) \leq 1 \\
\forall i &= 1, 2 \ldots M
\end{align*}
\]

(2)
The T-S proportional observer is an interpolation of linear proportional observers initiated by [10]. It is given by the following equation:

\[
\begin{align*}
\dot{x}(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))(A_i x(t) + B_i u(t) + L_i(y(t) - \hat{y}(t))) \\
\hat{y}(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))C_i x(t)
\end{align*}
\]

The dynamic error state estimation is then:

\[
\dot{e}(t) = \sum_{i=1}^{M} \mu_i(\xi(t))(A_i - L_i C_i)e(t)
\]

The pair \((A_i, C_i)\) is detectable for all \(i = 1 \ldots M\). So, there exist constant matrices \(L_i \in \mathbb{R}^{n \times q}\) such that \(A_i - L_i C_i\) are Hurwitz for all \(i = 1 \ldots M\). For the sake of simplicity we choose \(C_i = C\) for all \(i = 1 \ldots M\) and \(L_i\) gains are obtained by pole-placement. Global stability is ensured by LMI tools [4].

3. Nonlinear interval observer design

Consider the nonlinear uncertain system:

\[
\begin{align*}
\dot{x}(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))(A_i x(t) + B_i u(t) + \omega_{1i}(t)) \\
y(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))C_i x(t) + \omega_{2}(t)
\end{align*}
\]

where \(\omega_{1i}(t)\), for \(i = 1 \ldots M\) and \(\omega_{2}(t)\) are unknown Lipschitz functions with known bounds and the initial condition \(x(t_0) = x_0\) is assumed to be bounded by two known bounds:

\[
\omega_{1i}^{-}(t) \leq \omega_{1i}(t) \leq \omega_{1i}^{+}(t)
\]

for all \(i = 1 \ldots M\) and

\[
\begin{align*}
\omega_{2}^{-}(t) &\leq \omega_{2}(t) \leq \omega_{2}^{+}(t) \\
x_{0}^{-} &\leq x_{0} \leq x_{0}^{+}
\end{align*}
\]

The dynamic error state estimation is:

\[
\dot{e}(t) = \sum_{i=1}^{M} \mu_i(\xi(t))((A_i - L_i C_i)e(t)) + \sum_{i=1}^{M} \mu_i(\xi(t))((\omega_{1i}(t) - L_i \omega_{2}(t)))
\]
**Remark 1** For \( i = 1 \ldots M \), if the corresponding \((A_i - L_i C)\) Jordan matrices [17] are not cooperatives (off diagonal entries negative), the system state estimation error \((6)\) can be transformed into cooperative one combining \( M \) linear time-varying change of coordinates.

**Theorem 3** The following system:

\[
\begin{align*}
\dot{z}^+(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))(G_i z^+ + E^+_i(t)\varphi^+_i(t) - E_i^-(t)\varphi^-_i(t)) \\
\dot{z}^-(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))(G_i z^- + E^+_i(t)\varphi^-_i(t) - E_i^-(t)\varphi^+_i(t)) \\
e^+(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))(F^+_i(t) z^+(t) - F^-_i(t) z^-(t)) \\
e^-(t) &= \sum_{i=1}^{M} \mu_i(\xi(t))(F^+_i(t) z^-(t) - F^-_i(t) z^+(t))
\end{align*}
\]

where \( E^+_i(t) = \max(E_i(t), 0), E^-_i(t) = E^+_i(t) - E_i(t) \) and the matrix \( F_i(t) \) is the inverse of \( E_i(t) \) with \( F^+_i(t) = \max(F_i(t), 0), F^-_i(t) = F^+_i(t) - F_i(t) \), is a T-S interval observer of system \((6)\). Disturbances functions \( \varphi^-_i(t) \) and \( \varphi^+_i(t) \) are known bounds of \( \varphi_i(t) = \omega_{i1} - L_i \omega_2 \) for \( i = 1 \ldots M \).

Consequently, the system state bounds are:

\[
\begin{align*}
x^+(t) &= e^+(t) + \hat{x}(t) \\
x^-(t) &= e^-(t) + \hat{x}(t)
\end{align*}
\]

**Proof** We use a time-varying change of coordinate \( z(t) = E_i(t)e(t) \) for each local model \( \dot{e} = (A_i - L_i C)e + \varphi_i(t) \) and from the convexity constraints of the membership functions \( \mu_i \) we prove that system \((7)\) is an T-S interval observer of system \((6)\). Globally and from the T-S model:

\[
\dot{z}(t) = \sum_{i=1}^{M} \mu_i(\xi(t))(G_i z(t) + E_i(t)\varphi_i(t))
\]

let \( A_i - L_i C = \tilde{A}_i \), then locally, for \( i = 1 \ldots M \), we have:

\[
\begin{align*}
\dot{z} &= E_i(t)\dot{e} + \dot{E}_i(t)e(t) \\
&= E_i(t)(\tilde{A}_i e + \varphi_i(t)) + (G_i E_i(t) - E_i(t)\tilde{A}_i)e(t) \\
&= G_i E_i(t)e(t) + E_i(t)\varphi_i(t) \\
&= G_i z(t) + E_i(t)\varphi_i(t)
\end{align*}
\]

The stability of \((7)\) when both \( \varphi^+_i(t) \) and \( \varphi^-_i(t) \) are identically equal to zero is a consequence of the fact that \( \tilde{A}_i \) are Hurwitz for all \( t \in \mathbb{R} \).
Consider a solution \((z(t), e(t))\) of (7) with known initial conditions \(e(t_0) = e_0, z(t_0) = (z^+ (t_0), z^- (t_0))\) and \(e_0^+, e_0^-\) the state error vectors such that:

\[ e_0^- \leq e_0 \leq e_0^+ \]

Because the entries \(E_i^+\) and \(E_i^-\) are nonnegative we get:

\[
\begin{cases}
E_i^+(t_0)e_0^- \leq E_i^+(t_0)e_0 \leq E_i^+(t_0)e_0^+ \\
E_i^-(t_0)e_0^- \leq E_i^-(t_0)e_0 \leq E_i^-(t_0)e_0^+ 
\end{cases}
\]

for all \(i = 1 \ldots M\). We get:

\[
\begin{cases}
E_i^+(t_0)e_0^- - E_i^-(t_0)e_0^+ \leq z(t_0) \\
z(t_0) \leq E_i^+(t_0)e_0^- - E_i^-(t_0)e_0^+
\end{cases}
\]

for all \(i = 1 \ldots M\). From the constraints of the membership functions in (2), we also get:

\[
\begin{aligned}
\sum_{i=1}^{M} \mu_i(\xi(t_0))(E_i^+(t_0)e_0^- - E_i^-(t_0)e_0^+) &\leq z(t_0) \\
z(t_0) &\leq \sum_{i=1}^{M} \mu_i(\xi(t_0))(E_i^+(t_0)e_0^- - E_i^-(t_0)e_0^+)
\end{aligned}
\]  

(8)

Then the initial conditions of the proposed observer are deduced:

\[
\begin{cases}
z^+(t_0) = \sum_{i=1}^{M} \mu_i(\xi(t_0))(E_i^+(t_0)e_0^- - E_i^-(t_0)e_0^+) \\
z^-(t_0) = \sum_{i=1}^{M} \mu_i(\xi(t_0))(E_i^+(t_0)e_0^- - E_i^-(t_0)e_0^+)
\end{cases}
\]

Moreover, for all \(i = 1 \ldots M\):

\[
\begin{cases}
E_i^+(t)\phi_i^- (t) \leq E_i^+(t)\phi_i (t) \leq E_i^+(t)\phi_i^+ (t) \\
E_i^-(t)\phi_i^- (t) \leq E_i^-(t)\phi_i (t) \leq E_i^-(t)\phi_i^+ (t)
\end{cases}
\]

and

\[
\begin{cases}
E_i^+(t)\phi_i^- (t) - E_i^-(t)\phi_i^+ (t) \leq E_i(t)\phi_i (t) \\
E_i(t)\phi_i (t) \leq E_i^+(t)\phi_i^+ (t) - E_i^-(t)\phi_i^- (t)
\end{cases}
\]

Since matrices \(G_i\) are cooperatives for all \(i = 1 \ldots M\), membership functions \(\mu_i\) satisfy constraints (2) and inequalities in (8) hold:

\[
\begin{aligned}
\sum_{i=1}^{M} \mu_i(\xi(t))(G_i z^-(t) + E_i^+(t)\phi_i^- (t) - E_i^-(t)\phi_i^+ (t)) \\
&\leq \sum_{i=1}^{M} \mu_i(\xi(t))(G_i z(t) + E_i(t)\phi_i (t)) \\
&\leq \sum_{i=1}^{M} \mu_i(\xi(t))(G_i z^+(t) + E_i^+(t)\phi_i^+ (t) - E_i^-(t)\phi_i^- (t))
\end{aligned}
\]
and then:
\[
\begin{align*}
    \dot{z}^-(t) & \leq \dot{z}(t) \leq \dot{z}^+(t) \\
    z^-(t) & \leq z(t) \leq z^+(t)
\end{align*}
\]

Also and locally for all \( i = 1 \ldots M \):
\[
z^-(t) \leq E_i(t)e(t) \leq z^+(t)
\]

Since the matrices \( F_i^+(t) \) and \( F_i^-(t) \) for all \( i = 1 \ldots M \) are nonnegative, for all \( t \geq 0 \), we get:
\[
\begin{align*}
    F_i^-(t)z^-(t) & \leq F_i^-(t)E_i(t)e(t) \leq F_i^-(t)z^+(t) \\
    F_i^+(t)z^-(t) & \leq F_i^+(t)E_i(t)e(t) \leq F_i^+(t)z^+(t)
\end{align*}
\]

and
\[
\begin{align*}
    F_i^+(t)z^-(t) - F_i^-(t)z^+(t) & \leq F_i(t)E_i(t)e(t) \\
    F_i(t)E_i(t)e(t) & \leq F_i^+(t)z^+(t) - F_i^-(t)z^-(t)
\end{align*}
\]

From the fact that, \( F_i(t) \) are inverse of \( E_i(t) \), for all \( i = 1 \ldots M \) following inequalities hold:
\[
\begin{align*}
    e(t) & \leq F_i^+(t)z^+(t) - F_i^-(t)z^-(t) \\
    F_i^+(t)z^-(t) - F_i^-(t)z^+(t) & \leq e(t)
\end{align*}
\]

and from the properties of the membership functions in (2) we get:
\[
\begin{align*}
    e(t) & \leq \sum_{i=1}^{M} \mu_i(\xi(t))(F_i^+(t)z^+(t) - F_i^-(t)z^-(t)) \\
    \sum_{i=1}^{M} \mu_i(\xi(t))(F_i^+(t)z^-(t) - F_i^-(t)z^+(t)) & \leq e(t)
\end{align*}
\]

Finally, lower and upper bounds for the system states are directly deduced:
\[
\begin{align*}
    x^+(t) & = \sum_{i=1}^{M} \mu_i(\xi(t))(F_i^+(t)z^+(t) - F_i^-(t)z^-(t)) + \hat{x}(t) \\
    x^-(t) & = \sum_{i=1}^{M} \mu_i(\xi(t))(F_i^+(t)z^-(t) - F_i^-(t)z^+(t)) + \hat{x}(t)
\end{align*}
\]
4. Simulation

Let us consider the T-S system with two local models ($M = 2$):

\[
\begin{align*}
A_1 &= \begin{bmatrix} -2 & -0.2 & 0.4 \\ 5 & -1 & 2 \\ 3 & -1 & -2 \end{bmatrix}; B_1 = \begin{bmatrix} 1 \\ -1 \\ 2 \end{bmatrix}; \\
C_1 &= \begin{bmatrix} 0 & 1 & 1 \end{bmatrix}, \\
A_2 &= \begin{bmatrix} -2 & 0 & 1 \\ 1 & -2 & 3 \\ 0 & -0.2 & -1 \end{bmatrix}; B_2 = \begin{bmatrix} -2 \\ 1 \\ -1 \end{bmatrix}; \\
C_2 &= C_1.
\end{align*}
\]

The pairs $(A_1, C_1)$ and $(A_2, C_2)$ are detectables and the T-S proportional observer gains $(L_1, L_2)$ are calculated by pole-placement in a stable complex plane region using LMIs. The two state estimation error matrices are Hurwitz and each one has two complex conjugate and one real eigen-values. Consequently, the corresponding Jordan matrices (9) are not cooperatives.

\[
\begin{align*}
J_1 &= \begin{bmatrix} -1.8641 & 0 & 0 \\ 0 & -2.1082 & -2.6595 \\ 0 & 2.6595 & -2.1082 \end{bmatrix}, \\
J_2 &= \begin{bmatrix} -2.2162 & 0 & 0 \\ 0 & -2.433 & -1.1521 \\ 0 & 1.1521 & -2.433 \end{bmatrix}.
\end{align*}
\]  

The system state estimation error must be transformed into cooperative one using two linear time-varying change of coordinates. In Fig. 1, the input $u(t)$ is variable on its entire range $[-1, 1]$ in order to excite all local modes. It is also chosen the premise variable $\xi(t)$ for the T-S system. Fig. 2 illustrates two membership functions that satisfy the convexity criterion (2) at each time. State and output disturbances ($\omega_{11}(t), \omega_{12}(t)$ and $\omega_2(t)$) are choosen uniformly distributed noise respectively in interval: $[-0.5, +0.5]$, $[-0.5, +0.5]$ and $[-1, +1]$. Like is shown in Figure 3, the states $x_1, x_2$ and $x_3$ remain inside the interval $[x_{i_{\text{inf}}}(t), x_{i_{\text{sup}}}(t)]$ respectively for $i = 1, 2, 3$. 
5. Conclusions

Based on interval analysis, which we believe to be an extremely promising approach for the investigation of the properties of nonlinear systems, a guaranteed technique for nonlinear state estimation in a bounded error context have been presented. In First, the fuzzy proportional observer is built without uncertainties. Then Pole-placement ensures that state estimation error matrices are Hurwitz but rarely cooperatives. Finally, time-varying change of coordinates approach changes T-S error state estimation system with disturbances into cooperative one. By knowing initial state interval, T-S interval observer for error state estimation system is designed. From error state estimation bounds, system states bounds are deduced at each time. The fuzzy interval observer proposed in this paper can be applied to several practical systems with unknown disturbances but bounded within known bounds like waste water treatment plants.
Figure 3: State $x_1$, $x_2$, and $x_3$ bounds in blue and black lines with the Luenberger observer (green lines) and comparison with the real state (red line).
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