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A NOTE

ON THE CONTINUED FRACTION OF MINKOWSKI

Hendrik Jager

ABSTRACT. Denote by Θ1,Θ2, · · · the sequence of approximation coefficients
of Minkowski’s diagonal continued fraction expansion of a real irrational number
x. For almost all x this is a uniformly distributed sequence in the interval [0, 1

2
].

The average distance between two consecutive terms of this sequence and their

correlation coefficient are explicitly calculated and it is shown why these two
values are close to 1/6 and 0, respectively, the corresponding values for a random

sequence in [0, 1
2
].

Communicated by Cor Kraaikamp

Let x be a real irrational number and pn/qn, n = 1, 2, · · · its sequence of reg-
ular continued fraction convergents.

The sequence θn, n = 1, 2, · · · of approximation coefficients of x, defined by

θn = q2n

∣∣∣x− pn
qn

∣∣∣, n = 1, 2, · · · (1)

is always a sequence in the unit interval. The subsequence of (1), consisting of all
elements θn with θn < 1

2
, is denoted here by

Θn, n = 1, 2, · · · (2)

This is the sequence of approximation coefficients of Minkowski’s diagonal con-
tinued fraction, see [5] and [6]. It is for almost all x uniformly distributed in
the interval [0, 12 ], which follows from the Doeblin-Lenstra conjecture proved
in [1] or, without ergodic theoretical methods, from a result of E r d ő s, [2],
as pointed out by I t o and N a k a d a in [3].
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Reading the paper [7] by P i l l i c h s h a mm e r and S t e i n e r b e r g e r on the
average distance between consecutive terms of uniformly distributed sequences,
it occurred to the author that the sequences (2) are also ‘typical examples of uni-
formly distributed sequences’ and he wondered what the average distance or
expectation

E(|Θn+1 −Θn|) = lim
N→∞

1

N

N∑
n=1

|Θn+1 −Θn|

might be for them.

The answer turned out to be an explicitly calculable constant with a nu-
merical value 0.164017 · · · , for almost all x. This is close to 1

6 , the value for

a random sequence in [0, 12 ], as remarked by Professor Steinerberger to whom
the author mentioned the result. This remark motivated the calculation of the
correlation between two consecutive elements of (2). It yielded, for almost all x,
the value 0.019290 · · · which is again close to the corresponding value for a ran-
dom sequence, namely 0. More precisely, we shall prove the following theorem.

�������� Denote by
Θ1,Θ2, · · ·

the sequence of approximation coefficients of Minkowski’s diagonal continued
fraction expansion of a real irrational number x.

By definition this is always a sequence in [0, 12 ]. For almost all x these se-

quences show the following three similarities with a random sequence in [0, 1
2
] :

1 . They are uniformly distributed in the interval [0, 12 ],

2 . The average distance between two consecutive terms is close to 1
6
, namely,

lim
N→∞

1

N

N∑
n=1

|Θn+1 −Θn| = 25

24
+ log 2− π

2
= 0.164017 · · · , (3)

3 . The correlation coefficient R(Θn,Θn+1) between two consecutive terms is
almost 0, namely,

R(Θn,Θn+1) =
111

5
− 32 log 2 = 0.019290 · · ·

P r o o f o f t h e t h e o r e m.

1 . Where to find a proof of part 1 of the theorem was already mentioned.

2 . For a proof of part 2 of the theorem we turn to the fundamental paper by
K r a a i k a m p, [5], on Minkowski’s expansion. The casual remark on page 207:
“In a similar way one could determine the distribution of the sequence
(Θk−1 −Θk)k≥0 on the interval [−1

2 ,
1
2 ]” tells one how this mean value can

be calculated.
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Let 0 < z < 1
2 . Denote by Ω1(z) that part of the first quadrant of the (x, y)-

-plane for which

0 < x <
1

2
, y < x, y > x− z,

and by Ω2(z) that part of Ω1(z) which lies below the parabola

(x− y)2 + x+ y =
3

4
.

We now apply Kraaikamp’s Theorem 4.2: Define F1 by

F1(z) = 4

∫∫
Ω1(z)

dx dy√
1− 4xy

and F2 by

F2(z) = 4

∫∫
Ω2(z)

dx dy√
1 + 4xy

.

Then

F = F1 + F2 (4)

is the distribution function, for almost all x, of the sequence

|Θn+1 −Θn|, n = 1, 2, · · ·
We attack both integrals with the substitution

ξ = x+ y,

η = x− y

which has a determinant of Jacobi equal to −2. We then find that

F1(z) = 2

∫∫
Ω∗

1(z)

dξ dη√
1− ξ2 + η2

and

F2(z) = 2

∫∫
Ω∗

2(z)

dξ dη√
1 + ξ2 − η2

,

where Ω∗
1(z) and Ω∗

2(z) are the images of Ω1(z) and Ω2(z). Hence

F1(z) = 2

∫ z

0

(∫ ξ=1−η

ξ=η

dξ√
1− ξ2 + η2

)
dη = 2

∫ z

0

(arctan
1− η√

2η
− arctanη) dη

from which we see that

F ′
1(z) = 2

(
arctan

1− z√
2z

− arctan z
)

and from which it follows that
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F1(z) = 2
(√

2z + log(1 + z −
√
2z)− z arctan z + z arctan

1− z√
2z

)
.

In a similar way one finds

F ′
2(z) = 2

(
log 2 + log(1− z)

)
(5)

and

F2(z) = 2
(
z log 2− z − (1− z) log(1− z)

)
. (6)

Thus we have obtained an explicit expression for the distribution function F
from (4) on the interval [0, 12 ].

Now the rather complicated function F is on this interval surprisingly well
approximated by the parabola G

G(z) = −4z2 + 4z. (7)

If one plots both graphs on an 27-inch computer screen, one hardly sees the
difference. On [0, 12 ] one has

0 < F (z)−G(z) < 0.012

and on [14 ,
1
2 ] the difference is even smaller than 0.006.

Let
ξ1, ξ2, ξ3, · · · (8)

be a hypothetical sequence, uniformly distributed in the interval [0, 12 ], for which
the sequence

|ξ2 − ξ1|, |ξ3 − ξ2|, |ξ4 − ξ3|, · · · ,
has the G from (7) as distribution function. Then

E(|ξn+1 − ξn|) = 1

6
.

Further

E((ξn+1 − ξn)
2
)
=

1

24
,

and from this and from

E(ξ2n) =
1

12
it follows that

E(ξnξn+1) =
1

16
.

So

E(ξnξn+1) = E(ξn)E(ξn+1),

consequently the correlation coefficient between ξn and ξn+1, denoted as

R(ξn, ξn+1), is 0.
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Therefore one may expect that the limit (3) is close to 1
6 and that the correlation

R(Θn,Θn+1)

between two consecutive approximation coefficients of Minkowski’s continued
fraction is almost 0.

After the observation of the similarity between the obtained distribution func-
tion F and a parabola and of some properties of a hypothetical sequence with
this parabola as distribution function for the distances of consecutive terms,
we finish the proof of part 2 of the theorem.

The first moment of the distribution F equals

2

∫ 1
2

0

z
(
arctan

1− z√
2z

− arctan z
)
dz + 2

∫ 1
2

0

z
(
log 2 + log(1− z)

)
dz.

These two integrals are

5

3
− π

2
and log 2− 5

8
, respectively,

which proves part 2 of the theorem.

3. For a proof of part 3 of the theorem we need to calculate

E((Θn+1 −Θn)
2
)
=

∫ 1
4

0

z
d

dz
F (

√
z ) dz. (9)

Elementary but tedious calculations show that this integral equals

−53

60
+

4

3
log 2.

The reader may verify this with Mathematica (details are also available, on re-
quest via e-mail, from the author).

It follows that

E(ΘnΘn+1) =
21

40
− 2

3
log 2,

which then yields

R(Θn,Θn+1) =
111

5
− 32 log 2 = 0.019290 · · · ,

positive but, as expected, close to 0. �

In [4] approximation coefficients connected with the nearest mediants are
added to the sequence (1) which yields in a natural way a uniformly distributed
sequence in [0, 1]. It would be very interesting to find corresponding results for
this sequence, in particular to see whether it is also very close, perhaps even
closer, to the hypothetical series (8).
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