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AN LWE-BASED KEY TRANSFER PROTOCOL

WITH ANONYMITY

Adela Georgescu

ABSTRACT. We introduce a new cryptographic protocol based on the well-

known Learning With Errors (LWE) problem: a group key transfer protocol which
achieves anonymity of the members against each others. This issue is almost ab-
sent in the key transfer protocols from the literature but we argue it is a prac-
tical property. We motivate our construction by a practical need. We use two
essential cryptographic primitives built from LWE: LWE Diffie-Hellman key ex-

change derived from Regev’s work [Regev, O.: On lattices, learning with errors,
random linear codes, and cryptography, in: Proc. of the 37th Annual ACM Sym-
posium on Theory of Computing—STOC ’05 (H. N. Gabow and R. Fagin, eds.),
Baltimore, MD, USA, 2005, ACM, New York, 2005, pp. 84–93] and a public
key cryptosystem secure under the LWE hardness. We provide a security def-
inition for anonymous key transfer protocol and we achieve anonymity against

IND-CPA adversaries.

1. Introduction

In this paper, we present a group key transfer protocol for the following prob-
lem: a manager wants to build a team of experts from a large database and
establish a shared communication secret key with them. The current protocol
has two important properties: it is built in the lattice-based cryptography and
achieves anonymity of the team members against each others. We already intro-
duced in previous papers [1], [2] two different solutions for the same problem in
the classic cryptography. In the latter, we used almost the same cryptographic
primitives: the traditional Diffie-Hellman key exchange for anonymity and public
key encryption scheme for confidentiality. However, we did not manage to obtain
ciphertext linear in the size on the target team, but rather linear in the size of
the whole universe of users.
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As far as we know, our construction is the first key transfer protocol built
from LWE in the lattice-based cryptography. In recent years, lattices have served
as a very attractive theoretic (not yet practical) alternative to the traditional
number theory. They offer hard problems which lay at the basis of security for
many cryptographic primitives, great simplicity and relatively efficient imple-
mentations; they are also believed to be secure against quantum attacks. With
so many advantages, it is naturally to try to transfer as many cryptographic
primitives in this field.

Anonymity is an important property that we achieve in our protocol, using
a similar technique as [8] but different tools as we explain below. Maybe in key
agreement protocols, anonymity is not needed or moreover, is undesirable, but
in our protocol we find it very practical. Let us present a small real example
where it is needed. Consider a scenario where there are several experts which
evaluate papers submitted to conferences. The experts belong to a database but
they do not need to know each other, they just need to have a secret shared
key in order to communicate securely. They are conducted by a manager who
can choose a team to participate in a certain project and who has to transfer
securely a secret key to all the team members.

Our contribution. In this paper, we construct a group key transfer from lat-
tices (LWE) achieving anonymity. Our approach is as follows. The first phase of
the protocol is a lattice Diffie-Hellman key exchange that the manager carries
with each expert in the database. The security of the key exchange relies on the
difficulty of the Learning With Errors problem, a very famous problem proven
to be as hard as certain lattice problems in the worst case. In the second phase,
after selecting a team, the manager chooses a secret key and transfers it to
the team. He uses the cryptosystem from [6], the “dual” of R e g e v cryptosys-
tem [11] to hide the secret key. We achieve anonymity by providing a way for
the manager to securely inform only the selected experts about the ciphertext
component that is intended for them. More precisely, the manager computes
a ciphertext whose size is linear in the size of the team and which contains pairs
of elements for every selected member

{
(Hπ(1), Cπ(1)), . . . , (Hπ(k), Cπ(k))

}
. The

first element of every pair serves as an indicator for the right ciphertext ad-
dressed to a team member. So the expert is able to compute the first element
in the pair based on the Diffie Hellman secret key he shares with the manager.
Then he identifies the right pair for him in the ciphertext and is able to decrypt
the second component and recover the shared secret key. This situation allows
only the experts selected to decrypt the shared key.

We formalize the notion of anonymity similar to [8] and prove our protocol
anonymous IND-CPA secure in a security model we present in Subsection 2.6.
We achieve constant decryption time of the secret key and ciphertext size linear
in the size of the selected team. Unfortunately, the number of encryptions is
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a little bit oversized since we perform a Diffie-Hellman key exchange with every
user in the universe.

Related work. Our cryptographic construction is based on the hardness of the
learning with errors problem (LWE). We can not compare it to other lattice-
-based key transfer protocols, since ours is the first key transfer protocol of this
type. Anyway, a drawback of our protocol is the number of Diffie-Hellman key
exchanges linear in the size of the universe of experts. If we take a look to
a broadcast encryption scheme [12] based on lattices, we can say our scheme is
less efficient in terms of number of equations, but note that we drop efficiency
for the sake of anonymity. When compared to anonymous broadcast encryption
from [8], we obtain the same constant decryption time and also ciphertext linear
in |T |, the size of the team; for encryption, we also require a number of operations
linear in |T |.

2. Preliminaries

2.1. Lattices

A lattice is the set Λ = L(B) =
{∑n

i=1 aibi|ai ∈ Z
}
of all linear integer com-

bination of the linearly independent vectors B = {b1, . . . ,bn} which constitute
a basis of the lattice.

As most of the cryptographic applications do, we use in our work the following
two types of lattices called modular lattices or q − ary lattices. Given some
positive numbers m, n and q and a matrix A ∈ Z

n×m
q , the first type of lattice

contains all the vectors that are orthogonal to the rows of A:

Λ⊥(A) =
{
z ∈ Z

m | Az = 0 mod q
}
.

The second type of lattice is generated by the rows of matrix A

Λ(A) =
{
z ∈ Z

m | ∃ s ∈ Z
n
q so that z = A�s mod q

}
.

For a set of linearly independent vectors S = {s1, . . . , sn} ⊂ R
n, denote by S̃ =

{s̃1, . . . , s̃n} its Gram-Schmidt orthogonalization, defined as follows: s̃1 = s1,
and for i = 2, . . . , n, s̃i is the component of si orthogonal to span(s1, . . . , si−1).
Note that ||s̃i|| ≤ ||si||.
Discrete Gaussian Distribution. In lattice-based cryptography, “error” (per-
turbation) vectors are typically chosen according to the Gaussian distribution
Dα which chooses each x with the following probability given by the Gaussian
function centered at c with parameter r:

∀x ∈ R
n, ρr,c(x) = exp

(−π||x− c||2/r2).
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For n-dimensional lattice Λ, the discrete Gaussian distribution over Λ is de-
fined as

∀x ∈ Λ, DΛ,r,c(x) =
ρr,c(x)

ρr,c(Λ)
.

Assume that the columns of A ∈ Z
n×m
q generate Z

n
q , fix u ∈ Z

n
q and let t ∈

Z
m be an arbitrary solution from the coset of Λ⊥(A) defined as Λ⊥(A)y ={
z ∈ Z

m|Az = y mod q
}
= t+Λ⊥(A). The discrete Gaussian distribution over

Λ⊥
y (A) which is the conditional distribution of DZm,r given Az = y mod q is

given by

∀x ∈ Λ, DΛ⊥
y (A),r(x) =

ρr(x)

ρr
(
t+ Λ⊥(A)

) .
2.2. Preimage sampleble functions

In [6] a collection of one-way preimage sampleble functions is described with
the following two properties:

• the input x belongs to a Gaussian distribution while the output y is sta-
tistically close to uniform;

• given a trapdoor, the inversion algorithm not just samples an arbitrary
preimage of y but samples an input from the Gaussian distribution under
the condition that f(x) = y.

We are interested in the function introduced by A j t a i in [3] which sim-
ply chooses a random matrix A ∈ Z

m×n
q and evaluates the linear function

fA(x) = Ax mod q. The Small Integer Solution problem claims that inverting
this function is hard when the vector x is small.

Short Integer Solution problem SISq,m,b. For a matrix A ∈ Z
n×m
q from the

uniform distribution, find x ∈ Z
m such that Ax = 0 mod q and 0 < ||x|| < b.

A variant of this problem, namely to find a short solution to a random inho-
mogeneous system Ae = u mod q can be formalized as below.

Inhomogeneous Short Integer Solution problem ISISq,m,b. For a matrix
A ∈ Z

n×m
q from the uniform distribution and a syndrome u ∈ Z

n
q find x ∈ Z

m

such that Ax = u mod q and 0 < ||x|| < b.

Both SIS and ISIS problems are proven to be as hard on average as certain
worst-case problems on lattices. We state the following result from [6] on this
issue.

����������� 1 ([6])	 For the following setting of parameters: m, b = poly(n)

and for any prime q ≥ b · ω(√(n log n)
)
, the average-cse problems SISq,m,b

and ISISq,m,b are as hard as approximating the SIVP problem in the worst-case
to within γ = b ·O(

√
n) factors.

122



AN LWE-BASED KEY TRANSFER PROTOCOL WITH ANONYMITY

In order to present some concrete constructions [6] of the preimage sampleble
functions that we will employ in our protocol, we first show a result of A j t a i [3]
which can be transformed into an algorithm we need.

����������� 2 ( [3])	 For any prime q = poly(n) and m ≥ 5n log q, there
is a probabilistic polynomial time algorithm that, on input 1n, generates matrix
A ∈ Z

n×m
q statistically close to uniform and set S ⊂ Λ⊥(A) with length ||S|| ≤

L = m2.5 (length of S denoted by ||S|| refers to the length of its longest column).

In a result from [10] it is shown how the set S can be converted efficiently to

a “good” basis T of Λ⊥(A) such that ||T̃|| ≤ ||S̃|| ≤ L.

Now, let us present the two algorithms we will use in our protocol.

• TrapGen(1n) [6] — generating a function with trapdoor. Let n, q,m be
integers with q ≥ 2, m ≥ 2n lgq, algorithm TrapGen(1n) outputs a pair
(A,T) such that A ∈ Z

n×m is statistically close to uniform and T is a

good basis of Λ⊥(A) such that ||T̃|| ≤ m · ω(√log m
)
.

• SamplePre(A,B,y, r) [6] — allows preimage sampling of the function fA
given a short basis for Λ⊥

q (A): on input of A ∈ Z
n×m
q , a good basis B for

Λ⊥(A) as the trapdoor, a vector y ∈ Z
n
q and r; the conditional distribution

of the output e is within negligible statistical distance of DΛ⊥
y (A),r.


����� 1 ([6])	 The two algorithms described above give a collection of one-
way preimage sampleble functions if ISISq,m,s

√
m is hard.

2.3. The Learning With Errors problem

The learning with errors problem (LWE) is a very well known problem in the
field of lattice-based cryptography. Even if it is not related directly to lattices,
the security of many cryptographic primitives in this field rely on its hardness
believed to be the same as worst-case lattice problems.

Let us formally describe the LWE problem [11]. Fix the following parameters
of the problem: n ≥ 1, modulus q ≥ 2 and Gaussian error probability distribution
χ on Zq (more precisely it is chosen to be the normal distribution rounded to the
nearest integer, modulo q with standard deviation αq where α > 0 is taken to be
1/(poly(n))). The distribution of choosing the secret s ∈ Z

n
q , vector a uniformly

at random from Z
n
q , choosing e according to χ and outputting (a, aTs+ e), over

Z
n
q × Zq is denoted as As,χ.

The goal of the LWE problem with modulus q and error distribution χ
(LWEq,χ) is, given an arbitrary number of samples from As,χ, to output s with
high probability.

The decisional version of LWE requires to distinguish between LWE samples
and uniformly chosen samples from Z

n
q × Zq.
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����������� 3 ([11])	 Let α = α(n) ∈ (0, 1) and let q = q(n) be a prime such
that αq > 2

√
n. If there exists an efficient (possibly quantum) algorithm that

solves LWEq,χ, then there exists an efficient quantum algorithm for approxi-
mating SIVP in the worst-case to within O(n/α) factors.

2.4. LWE Diffie-Hellman Key Exchange

This is one of the cryptographic primitives we make use in our construction
from the next section. Since our desire is to build a LWE-based protocol, we
need a LWE-based version of the famous Diffie-Hellman (DH) key exchange.
We recall below the basic Diffie-Hellman protocol.

Diffie-Hellman Key Exchange

Setup: Choose and publish a prime p and α generator of Z∗
p.

Execution:
• A chooses a random integer x, 1 ≤ x ≤ p− 2 and sends B message

A −→ B : αx mod p,

• B chooses a random integer y, 1 ≤ y ≤ p− 2 and sends A message

B −→ A : αy mod p.

Both A and B compute the shared key K = αyx = αxy. The security of the
protocol relies on the difficulty of the Diffie-Hellman problem and the hardness
of computing discrete logarithms.

We present now a LWE version of the basic Diffie-Hellman protocol [4] derived
from the LWE problem [11].

LWE Diffie-Hellman Key Exchange

Setup: Choose m,n and q some positive integer numbers, choose a random
matrix A ∈ Z

n×m
q and make it public.

Execution:
• A chooses a random vector x ∈ Z

n
q and short “error” vector e ∈ Z

m
q

and sends B the message

A −→ B : x′ = ATx+ e ∈ Z
m
q ,

• B chooses a random short y ∈ Z
m
q and sends A the message

B −→ A : y′ = Ay ∈ Z
n
q.

At the end of the protocol, both A and B are able to compute a common
key based on the values they generated and on the messages received one from
another. A calculates xT · y′ = xTAy while B calculates x′ · y = xTAy+ ey
where ey is “small”. By applying the round(·) function, both A and B compute
the shared key

K = round(x · y′) = round(x′ · y).
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The round(·) function has a basic variant which is used in [11] for decryption:

round(x) =

{
1, x ∈ [0, 
q/2�],
0, otherwise.

Nevertheless, we prefer to use in our construction the extended variant of
the function which rounds to smaller intervals, namely round(x) = a if x ∈[
a · q/A, (a+ 1) · q/A] where A is the total number of intervals.

The security of the LWE Diffie-Hellman key exchange relies on the difficulty
of the LWE problem. An eavesdropper of the protocol may see matrix A and
vectors x′, y′ but he cannot recover the secret key derived in the protocol.
From A andx′ he can not recover secret x since this implies inverting the func-
tion fA(x) = Ax mod q which is hard to invert when x is short (is equivalent
to solving the SIS problem). On the other hand, the LWE function gA(s, e) =
(s A+ e) mod q with very short noise e is hard to invert; therefore, an eaves-
dropper is not able to recover none of the secret values from this key exchange
and thus, neither the computed shared secret key.

Decisional LWE Diffie-Hellman. In the decision version of the LWE Diffie
Hellman the goal is to distinguish between keys generated in the Diffie-Hellman
key exchange as above and uniformly random values from Zq. The hardness of
this problem follows directly from the hardness of the decisional version of LWE.

2.5. Public key cryptosystem based on LWE

Our key transfer protocol is based on a public key cryptosystem [6] which
is proved to be secure based on the hardness of LWE. The cryptosystem is
a dual of R e g e v’ s cryptosystem [11], the first cryptosystem derived from the
hardness of LWE. The original cryptosystem chooses the private key as a uni-
formly random binary vector s ∈ {0, 1}m and computes the public key as a set
of LWE-samples As+ e. In the cryptosystem below, the private key is a vector
e ∈ Z

m
q from the Gaussian distribution while the corresponding public key is

the syndrome u = fA(e) = Ae ∈ Z
n
q .

The dual cryptosystem is parameterized by r > ω
(√

log m
)
for some positive

integer m which describes the Gaussian distribution DZm,r from which the secret
keys are drawn. A matrix A ∈ Z

n×m
q is public and shared by all users. This

matrix describes the function fA(e) = Ae mod q. Note that all operations in the
cryptosystem below are performed in Zq. We present the extended version of the
cryptosystem which allows encrypting messages of length k=poly(n) bits.

Public key cryptosystem ([6])

PKE.KeyGen: Choose k vectors ei ← DZm,r, 1 ≤ i ≤ k and consider matrix
E ∈ Z

k×m
q defined by E = {e1, . . . , ek} as the secret key. The public key

U ∈ Z
n×k
q consists of k syndromes {u1, . . . ,uk} where ui = fA(ei) = Aei.
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PKE.Enc(pk = U, M): To encrypt message M, choose uniformly random s ∈
Z
n
q , compute p = ATs+ x1 ∈ Z

m
q where x1 ← χm. Compute also c = UTs

+x2 +M · 
q/2� ∈ Z
k
q where x2 ← χk. Output the ciphertext (p,c).

PKE.Dec(E, (p,c)): Parse c as [c1, . . . , ck] ∈ Z
k
q . For all 1 ≤ j ≤ k compute

b
′
j = cj − eTj p ∈ Zq. Compute the bits of the message M as follows:

let bj = 0 if b
′
j is closer to 0 than to 
q/2�; otherwise set bj = 1. Output

message M = [b1, . . . , bk].


����� 2 ( [6])	 For the following choosing of parameters q ≥ 5r(m + 1),
α ≤ (

1/r
√
m+ 1 · ω(√log n)

)
and χ a Gaussian distribution on Zq, the above

cryptosystem is CPA-secure and anonymous, assuming the LWEq,χ problem is
hard. Anonymous cryptosystem means here that a ciphertext hides the identity
to which it was encrypted.

2.6. Anonymous key transfer protocol

In the next section we provide a key transfer protocol with anonymity of the
participants against each other, so except the manager who knows the composi-
tion of the team, no other expert in the database (even if he is a team member)
knows anything about all the other experts.

We present an appropriate security model for our anonymous key transfer
protocol. We define security in our group key transfer using the adaptive security
notion [7] used in broadcast encryption systems. In an adaptively secure system,
the adversary is allowed to see the public keys and then require the corresponding
secret keys of the set of identities he wishes to attack.

���������� 1	 We define the ANO-IND-CPA security game (against adaptive
adversaries) for our protocol as follows.

• Setup. The challenger runs the Setup to generate the public key of the
manager MPK and the corresponding private key MSK and gives MPK
to the adversary.

• Phase 1. A can issues two types of queries:

– private key extraction queries to an oracle for any index i ∈ U ; the
oracle will respond by returning the private key ski corresponding to i;

– Diffie Hellman key extraction queries to an oracle for any index i ∈ U ;
the oracle will respond by returning the skDH

i Diffie Hellman secret
key shared by the manager and expert i;

• Challenge. The adversary selects two equal length messages m0 and m1

and two distinct sets S0 and S1 ⊆ U of users. We impose the same require-
ments as in [8]: sets S0 and S1 should be of equal size and A has not issued
any query to any i ∈ (S0 \ S1) ∪ (S1 \ S0).
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Further, if there exists an i ∈ S0 ∩ S1 for which A has issued a query,
then we require that m0 = m1. The adversary gives m0, m1 and S0, S1

to the challenger. The latter picks a random bit b ∈ {0, 1}, computes
c∗ = Enc(mb, Sb) and returns it to A.

• Phase 2. A continues to issue private key extraction queries and Diffie
Hellman key extraction queries with the restriction that i /∈ (S0 \ S1) ∪
(S1 \ S0); otherwise it is necessary that m0 = m1.

• Guess. The adversary A outputs a guess b′ ∈ {0, 1} and wins the game if
b = b′.

We denote A′s advantage by AdvANO−IND−CPA
A,KT (λ) = |Pr[b′ = b]− 1

2 |, where
λ is the security parameter of the protocol.

����������	 We say that a key transfer protocol is anonymous and semantically
secure against chosen plaintext attacks (ANO-IND-CPA) if all polynomial-time
adaptive adversaries A have at most negligible advantage in the above game.

3. Anonymous LWE-based key transfer protocol

3.1. Our construction

Denote by B = {P1, . . . , Pn} the database of experts from which the manager
M selects his team. Every Pi is identified by a public idi.

Our protocol is parameterized by three positive integers m, n and q. A key
generation center generates a public matrix M ∈ Z

n×m
q which can be used

by anyone in the protocol. Let t be the maximum size of the team chosen by
M. Let Σ = (G,S ,V) a lattice-based signature scheme. We won’t present a
particular scheme here, since it is not important for our protocol, but we point,
for example, to the scheme from [9]. H is a collision-resistant hash function
H : {0, 1}∗ → {0, 1}m.

Before presenting our construction, let us first review the main steps of the
protocol. The first step is just a LWE Diffie-Hellman key exchange (as presented
in 2.4) that the manager makes with each participant, being at the same time a
request for participation. In the next steps, after building a team, the manager
sends to every team member the secret key encrypted using the cryptosystem
from Subsection 2.5.

The secret keys exchanged in the previous step are used to achieve anonymity
of the team members against each other. In the last step, the team members are
able to recover the secret key they share with the manager without any of them
knowing the structure of the team.
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Setup the team

(1) M exchanges with every expert Pi ∈ B a LWE Diffie-Hellman key:
(a) M generates random ai ∈ Z

n
q , random short ei ∈ Z

n
q and signature

key pair (SKM , V KM )← G(λ) and sends the following message to Pi

M −→ Pi :
{
a′ = MT · ai + ei, σ, V KM

}
for every 1 ≤ i ≤ n,

where σ = S(SKM , a′). This step represents the request for partici-
pation addressed to all the experts in the database.

(b) Pi first verifies the validity of the signature and if decides to accept
the request, then he generates a random short bi ∈ Z

m
q , public vi ∈

Z
n×t
q , signature key pair (SKi, V Ki) ← G(λ) and runs the algorithm

TrapGen(n) to generate a matrix Ai ∈ Z
n×m
q (public key) together

with a short basis Ti for Λ
⊥(Ai) (which he will use in a further step)

and sends back to M the message

Pi −→M :
{
b′ = M · bi, σ, V Ki

}
,

where σ = S(SKi,b
′). At the end of this step, M shares with every

Pi a secret key ki = round(ai · b′) = round(a′ · bi).

(2) M selects a team of experts T = {Pi1 , . . . , Pik}, M ∈ T from the experts
who accepted the request. Let I = {i1, . . . , ik}.

Note that from now on, we will refer to any letter which has index ij by
index j. So, for the sake of simplicity of notation, we will use Pj instead
of Pij and so on.

Transfer session key

M computes the team session key

K =
∑
j∈I

kj (mod q) (1)

and publishes it as follows:
• M computes for every selected member Pj the pair Cj = (lj, cj) =
PKE.Enc(vj, K) and the value Hj = H(kj),
• M chooses a random permutation π : {1, . . . , k} → {1, . . . , k} and sets
the public ciphertext as

C =
{
V KM , (Hπ(1), Cπ(1)), . . . , (Hπ(k), Cπ(k)), σ

}
,

where σ = S(SKM , C).

(3) Every Pi: checks that the signature on the ciphertext is valid; if the verifi-
cation fails, he aborts; otherwise, he computes H = H(ki) and if H �= Hj

for every j ∈ {1, . . . , k} then he was not selected.
Otherwise, for every 1 ≤ d ≤ t he generates

ejd = SamplePre
(
Aj, Tj,vd, r(k + 1)

)
,

128



AN LWE-BASED KEY TRANSFER PROTOCOL WITH ANONYMITY

denotes by e = [ej1, . . . , ejd] and recovers message M = PKE.Dec(e,Cj)
representing the shared secret key.

3.2. Correctness

The correctness of our scheme is ensured by the LWE—cryptosystem [6] and
the properties of the trapdoor function from the same paper. In the original
cryptosystem, the public key is the one-way function fA : Dn ← Z

n
q with Dn ={

e ∈ Z
m : ||e|| ≤ s

√
m
}
, fA(e) = Ae mod q applied to an error vector e chosen

as the secret key.

In our construction, in the encryption process the syndrome vj is randomly
chosen and then ej ∈ DT = {e ∈ Z

m : ||e|| ≤ r(k + 1)} is sampled using the
algorithm SamplePre

(
(Aj, Tj,vd, r(k+1)

)
. The distribution under which the lat-

ter algorithm samples is within negligible statistical distance of DΛ⊥
vj

(A),r(k+1),

as stated in [5], which is the conditional distribution DZm,r conditioned on
Ae = y mod q. Lemma 5.2 from [6] states that the distribution of the syn-
drome vj = Ajej mod q is within negligible distance of uniform over Zn

q , so we
make the right choice of vj in our construction.

3.3. Security


����� 3	 The group key transfer protocol we built is adaptively ANO-IND-
-CPA secure assuming that the underlying public key cryptosystem (Section 2.5)
is CPA-secure and anonymous, the H hash function is collision resistant and Σ
is a strongly unforgeable signature.

P r o o f. According to the ANO-IND-CPA security game, the two challenged
sets S0 and S1 must have equal size, that is |S0| = |S1| = l. In this proof we
consider a sequence of games, where, in the first game, the adversary is given
an encryption of M0 for S0 and he ends by obtaining, in the last game, an en-
cryption of M1 for S1. Note that we adapt the security proof of [8, Theorem 4]
to our case.

Game 0real: corresponds to the real experiment when the challenger chooses
bit b = 0. In the first phase, the adversary adaptively chooses indices
of the users from set {1, . . . , n} for whom he wants to obtain the cor-
responding secret keys ski, knowing the public keys pki. He also makes
Diffie-Hellman queries to the challenger in order to obtain private keys
skDH

i corresponding to user indexed by i with i ∈ {1, . . . , n}. In the
challenge phase, adversary A chooses messages M0 and M1 and two sets
S0, S1 ⊂ {1, . . . , n} of size |S0| = |S1| = l with S0 �= S1. The challenger C
generates a signature key pair (SK∗, V K∗), parses S0 = {α1, . . . , αl}, com-
putes Hi = H(kαi

) for all 1 ≤ i ≤ l where kαi
is the DH key that M

shares with user Pi. Finally, the challenger returns the challenge ciphertext
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C∗ =
(
V K∗, (Hπ(1), Cπ(1)), . . . , (Hπ(l), Cπ(l)), σ

)
where π : {1, . . . , l} →

{1, . . . , l} is a random permutation.
At the end, A outputs a bit b′ ∈ {0, 1} and we denote by Ereal

0 to be
the event that b′ = 0.

Game 0: is identical to Game 0real except that the challenger now rejects
all post challenge Diffie Hellman key extraction queries for user indexed
by i such that H(skDH

i ) = H(skDH
j ) with j �= i where Hj = H(skDH

j )
appeared before in the challenge phase. We denote by E0 the event that
A outputs b′ = 0 in Game 0.

Game 0′: is just identical to Game 0.

Game k(1 ≤ k ≤ l): As in the first game, A selects two equal-length mes-
sages M0, M1 and two distinct sets S0, S1 ⊂ {1, . . . , n} and passes them
to C. C defines the value i = |S0 ∩ S1| and re-orders the two received sets
in the following way

S
′
0 = {α1, . . . αi, αi+1, . . . , αl}

and
S

′
1 = {β1, . . . βi, βi+1, . . . , βl}

such that αj = βj for each j ∈ {1, . . . , i} and αj �= βj if j ∈ {i+ 1, . . . , l}.
If one of the αj or βj with j ∈ {1, . . . , l} is contained in the list ofH (assume
that all the relevant queries to H have been asked before), C aborts and
returns a random bit. Then C generates the challenge ciphertext as follows:
• For j = 1 to i

(1) Compute Hj = H(skDH
αj

);

(2) set Cj = PKE.Encrypt(pkαj
,M1||V K∗) if j ≤ k and

Cj = PKE.Encrypt(pkαj
,M0||V K∗) if j > k.

• For j = i+ 1 to l
– if j < k, compute Hj = H(skDH

βj
) and

Cj = PKE.Encrypt(pkβj
,M1||V K∗);

– if j > k, compute Hj = H(skDH
αj

) and

Cj = PKE.Encrypt(pkαj
,M0||V K∗);

– if j = k, compute Hk = H(skDH
βk

) and

Ck = PKE.Encrypt(pkαk
,M0||V K∗).

The adversary is then returned

C∗ =
(
V K∗, (Hπ(1), Cπ(1)), . . . , (Hπ(l), Cπ(l))

)
,

where π : {1, . . . , l} → {1, . . . , l} is a random permutation. We denote
by Ek the event of A outputting b′ = 0 at the end of Game k.
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Game k′(1 ≤ k ≤ l): is almost identical to Game k except the following mod-
ification:

For j = i + 1 to l, if j = k compute Hk = H(skDH
βk

)
and Ck =

PKE.Encrypt(pkβk
,M1||V K∗).

We denote by E′
k the event that A outputs bit b′ = 0 at the end of this

game.

Game lreal: corresponds to the real game when the challenger’s bit is b′ = 1.
We denote by Ereal

l the event that A outputs bit b′ = 0 at the end of this
game.

We remark that Game 0real and Game 0 are indistinguishable if the hash func-
tion H is collision resistant. Note that we can reason the same way concerning
Game l and Game lreal.

Therefore, we can state that |Pr[Ereal
0 ] − Pr[E0]| = |Pr[Ereal

l ] − Pr[El]| is
negligible. For the other transitions, we can also show in the below lemma that
they can not be distinguished. First, note that for k ∈ {1, . . . , i}, Game k and
Game k′ cannot be distinguished since they are identical. Regarding these games,
we only have to show indistinguishability for k ∈ {i+1, . . . , l} which follows from
the below lemma.

In Lemma 2, we show also that Game k and Game k−1′ are indistinguishable
under the IND-CPA security of the LWE encryption scheme. This concludes our
proof, since we showed that an IND-CPA adversary of the encryption scheme is
not able to distinguish the above games. �

��� 1	 For each k ∈ {i+1, . . . , l}, Game k′ is indistinguishable from Game
k if the underlying cryptosystem from LWE problem is IND-CPA secure.

P r o o f. We prove that if the adversary A can distinguish Game k and Game k′,
there is a chosen plaintext adversary against the LWE encryption scheme. Note
that for each k ∈ {i+1, . . . , l}, Game k and Game k′ are identical whenM0 = M1

and thus, we assume M0 �= M1.

The IND-CPA adversary P receives a public key pk∗ from its challenger and
prepares n pairs of public/private keys for the adversary A of the protocol in
the following way: he picks i∗ at random from {1, . . . , n} and defines pki∗ = pk∗;
then, he generates n− 1 key encryption pairs (pki, ski)← PKE.Keygen for each
i ∈ {1, . . . , n} \ {i∗} and gives to A all the public keys {pki}ni=1. A is allowed
to make Diffie-Hellman queries to the challenger in order to obtain private keys
skDH

i corresponding to user indexed by i with i ∈ {1, . . . , n}.
Adversary P is now able to answer all the corruption queries from A since he

knows the secret keys ski. Anyway, P aborts and fails if A chooses to corrupt
user i∗.
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The challenge phase goes like this: A outputs messages M0, M1 and two
subsets S0, S1 ⊂ {1, . . . , n} of equal size. P orders the sets as S′

0 = {α1, . . . , αi,
αi+1, . . . , αl}, S′

1 = {β1, . . . , βi, βi+1, . . . , βl} with αj = βj for each j ∈ {1, . . . , i}.
In the situation when αk �= i∗, P aborts and fails. We denote by Good the event
that αk = i∗.

When Good occurs, adversary P chooses a signature key pair (SK∗, V K∗)←
G(λ) and send to his IND-CPA challenger the two messages (M0||V K∗),
(M1||V K∗). The latter chooses a random bit b and replies with the challenge ci-
phertext C∗ = PKE.Encrypt(pk∗,Mb||VK∗). The anonymous challenge ciphertext
is defined as follows.

(1) For j = 1 to k − 1, P computes Hj = H
(
skDH

αj

)
and sets

Cj = PKE.Encrypt(pkαj
,M1||V K∗).

(2) For j = k + 1 to l, P computes Hj = H
(
skDH

αj

)
and sets

Cj = PKE.Encrypt(pkαj
,M0||V K∗).

(3) For j = k, P computes Hk = H(skDH
αk

) and sets Ck = C∗.

Adversary A is then returned the ciphertext C =
(
V K∗, (Hπ(1), Cπ(1)), . . .

. . . , (Hπ(l), Cπ(l))
)
where π : {1, . . . , l} → {1, . . . , l} is a random permutation.

At the end of the game, adversary A is able to output bit b′ and P produces
the same result. If P did not abort, its IND-CPA advantage is equal to the
difference between A’s probability of outputting 0 in Game k and Game k′.
According to the games k and k′ described above, if the challenger of P chooses
b = 0, then P is in Game k, otherwise he is in Game k′.

It remains only to evaluate P ’s probability not to abort. Note that, from
the ANO-IND-CPA game, we have that whenever M0 �= M1, A is not allowed
to corrupt (i.e., ask for the secret keys) any user in S0∩S1 = {α1, . . . , αi}. Since
αk /∈ S0 ∩ S1, we only need to be assured that αk = i∗, which means that Good
happens. Note that Pr[Good] = 1/n since index i∗ is chosen at random. �

��� 2	 For each k ∈ {1, ..., l}, Game k is indistinguishable from Game k−1′

if the underlying cryptosystem from LWE problem is IND-CPA secure.

P r o o f. We can show below, by simple checking, that Game k and Game k− 1′

are indistinguishable.

(1) For j = 1 to i
In both games, Game k − 1′ and Game k, Hj is computed in the same

way Hj = H
(
skDH

αj

)
;

As for Cj , in both games, Cj = PKE.Encrypt(pkαj
,M1||V K∗), for

j ∈ {1, . . . , k − 1} and Cj = PKE.Encrypt(pkαj
,M0||V K∗), for j ∈ {k +

1, . . . , i}. The only difference in these games is for j = k: in Game k − 1′,
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we set Ck = PKE.Encrypt(pkαk
,M0||V K∗) while in Game k we set Ck =

PKE.Encrypt(pkαk
,M1||V K∗).

But note that an IND-CPA adversary LWE encryption scheme is not
able to distinguish the two encrypted messages Ck with non-negligible
probability. This property comes from the definition of IND-CPA security
when the two messages M0 and M1 have equal length (this is what we
have in our hypothesis also).

(2) For j = i+ 1 to l
It is easy to see that the pair (Hj , Cj) is computed exactly in the same

way in both Game k and Game k − 1′.
In both games k and k − 1′, Hj = H

(
skDH

αj

)
,

Cj = PKE.Encrypt(pkαj
,M1||V K∗),

for j ∈ {i+ 1, . . . , k − 1} and Hj = H
(
skDH

βj

)
Cj = PKE.Encrypt(pkβj

,M0||V K∗),

for j ∈ {k + 1, . . . , i}.
When j = k, in both games Hj = H

(
skDH

βk

)
and

Ck = PKE.Encrypt(pkβk
,M0||V K∗). �

4. Efficiency

In the protocol from section 3, we manage to achieve the property of anonym-
ity with two benefits: we obtain constant decryption time, size of the ciphertext
being linear in the size of the selected team. Regarding the number of rounds,
our protocol is not efficient. The Diffie-Hellman exchange increases the number
of rounds, but also provides anonymity, so we accept this trade-off.

We remark that our construction is not very practical, but it can be seen
as a starting point for an anonymous group key transfer protocol secure in the
lattice-based environment.

5. Conclusions

We introduced in this paper the first lattice-based group key transfer protocol
achieving anonymity via a lattice-based Diffie-Hellman key exchange. We man-
aged to obtain reduced size of ciphertext (linear in |T |) and constant decryption
time. Instead, we added some cost to our protocol since we increased the number
of encryptions.
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We believe that work is still to be done in this protocol, for improving its
efficiency. We need to reduce somehow the number of encryptions without loos-
ing anonymity. In the current protocol, we managed to achieve anonymity only
at this cost, but we believe that it can be done at a lower cost, maybe without
the Diffie-Hellman key exchange protocol as a first part of our protocol.
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