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ABSTRACT. In the present paper we define a new hash function, based on inho-
mogeneous polynomials. First we define a large family of polynomials over finite
fields and we prove that the members of this family are nearly permutational poly-

nomials. Then we define a subfamily of the above family, such that the elements
in the subfamily are easy to evaluate. We prove that (working in a large enough
finite field) finding a preimage by chance of such a function is computationally
infeasible, and we mention that methods for solving the equation corresponding
to the preimage problem for such polynomials are also out of reach.

1. Introduction

One of the most basic notions for cryptographic applications is the one-way
function. These functions are important building blocks for most of the pro-
tocols and play a fundamental role in verifying passwords and creating digi-
tal signatures. Their use is important for constructing cryptographically secure
pseudo-random-number generators. There is an extensive literature on one-way
functions and their applications. We refer here only to two fundamental books
on cryptography [21] and [30].

A one-way function is a function which is “easy” to compute but “hard” to
invert. Complexity theoretical point of view this means, that a one-way function
can be computed in polynomial time, but all of its inverses only in superpoly-
nomial time. If a function belongs to the (polynomial) class, then its inverses
belong to the NP class and there can exist a one-way function in the above
sense only if P 6= NP, (see, e.g., [23]).
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Despite the lack of the safe theoretical background, there appeared in the
literature several suggestions for the construction of one-way functions. The pa-
pers [32], [22], [12] and [16] show how to construct a candidate one-way function.
G o l d r e i c h, L e v i n and N i s a n [14] make a one-to-one candidate one-way
function based on the hardness of inverting RSA and the discrete log problem.

B u c hm a n n and P a u l u s [9] use results from algebraic number theory
to construct a candidate one-way function. It is based on the hardness of the
discrete logarithm problem with respect to the ideal class group of algebraic
number fields.

The lattice-based one-way function candidate, introduced by A j t a i and
Dw o r k [1] is the most promising one from theoretical point of view. It is
based on the computation of the shortest vector in a lattice and its average case
complexity is the same as its the worst case complexity.

Important property of one-way functions is the collision resistance. Informally
this means that “it is computationally infeasible to find any two distinct inputs
x, x′ which hash to the same output, i.e., such that h(x) = h(x′)” (c.f. [25]).
A weaker form of collision resistance is the preimage-resistance. It means that
“it is computationally infeasible to find any preimage x′ such that h(x′) = y
when given any y for which a corresponding input is not known”.

B é r c z e s, K ö d m ö n and P e t h ő [7] constructed a family of preimage-
-resistant functions based on norm functions, well studied in the theory of dio-
phantine equations. B é r c z e s and J á r á s i [8] extended this result to a family
based on index forms. In both cases the functions were reduced modulo m,
where m is the product of two large primes. For security reasons m should have
at least 1024 binary digits. The first construction was implemented by the com-
pany Crypto Ltd under the name CODEFISH. A um a s s o n [4] pointed out
some vulnerability of the implemented algorithm.

The aim of this paper is to continue the investigations of [7] and [8] on the
preimage-resistance of functions defined over finite rings and improve their re-
sults in two directions. First, we are working on finite fields Fq and not on finite
rings Zm, where m is the product of two primes. For the security of the con-
struction of [7], [8] m has to be hard to factorize, i.e., it must be at least 1024
bit long. In contrast the length of q can be considerably shorter, e.g., 256 or 512
bits. Second, we are able to handle functions over finite fields of characteristic
two, which makes the implementation of the proposed algorithms much more ef-
ficient. The main difference of the new construction with respect to the previous
ones is that our functions are inhomogenous polynomials.

We mention, that the above noted vulnerability of CODEFISH was caused
because it was possible to compute the value of the hash function using cir-
culant matrices. Aumasson used the properties of such matrices to prove the
vulnerability of the function. Since the present construction has no connection
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to circulant matrices, the vulnerabilities pointed out by Aumasson do not occur
in the case of this construction.

In Theorem 2.1 we define a large family of polynomials F. It is proved that
under mild and easily decidable conditions the members of this family are nearly
permutational polynomials. In Section 5 we define a subfamily F1 such that its
members are easy to evaluate. For f ∈ F the preimage-resistance means that
for any γ ∈ Fq it is infeasible to find x ∈ F

n
q such that f(x) = γ. Our result

implies that if q is large enough, then the solution of this equation by chance is
computationally infeasible.

There are algorithms for the root finding problem over finite fields. The
best known algorithm is due to B e r l e k a m p [6], which is exponential in
the characteristic of Fq, but its probabilistic version is polynomial in this pa-
rameter [11]. Both versions are polynomials in k, the degree of the polyno-
mial. However, if k is as large as q, then the root finding problem becomes
intractable. S h p a r l i n s k i [31] provides arguments for the hardness of the dis-
crete logarithm problem by proving that the discrete logarithm function cannot
be represented by a low degree polynomial. The members of the family F1 are
large degree multivariate sparse polynomials. K a l t o f e n and K o i r a n [17]
claimed that “the complexity of root finding of supersparse polynomials over
finite fields is open”. Moreover, they proved that a Monte Carlo polynomial time
irreducibility test for supersparse polynomials in F2m [X, Y ] would imply a Las
Vegas polynomial-time factorization algorithm for integers.

Of course, zero is a trivial root of a univariate polynomial with zero constant
term. To find such a specialization for members of F1 means the solution of the
root finding problem for polynomials with number of unknowns one less than the
original one. For this there does not exist efficient algorithm and by Theorem 2.1
the random choice does not work as well. By this reasons we believe that the
members of F1 are good candidates to be preimage-resistance functions.

2. Main results

Let p be a prime and let q = pf with f ≥ 1 an integer. Denote by Fq the finite
field with q elements. For any polynomial

P (X1, . . . , Xm) ∈ K[X1, . . . , Xm]

denote by degP the total degree of P and by degXi
P (X) the partial degree of P

with respect to the variable Xi.

Our main result is the following theorem.
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ATTILA BÉRCZES — JÁNOS FOLLÁTH — ATTILA PETHŐTheorem 2.1. Let f(X) ∈ Fq[X1, . . . , Xm] be a polynomial such that

f(X) := b(X1, . . . , Xm) + a(X1, . . . , Xm)

with homogeneous polynomials a(X), b(X) satisfying

k = deg a(X) < deg b(X) = n, degXi
b(X) = n for 1 ≤ i ≤ m.

Further, suppose that there exist indices 1 ≤ j1 < j2 ≤ n such that the binary

form

b0(Xj1 , Xj2) := b(0, . . . , 0, Xj1 , 0, . . . , 0, Xj2 , 0, . . . , 0) (1)

has no multiple zero.

Let N(f, γ, q) denote the number of solutions of the equation

f(x1, . . . , xm) = γ in x1, . . . , xm ∈ Fq.

Then

|N(f, γ, q)− qm−1| ≤ (n− 1)(n− 2)qm−3/2+ 5n13/3qm−2. (2)

Moreover, if q > 15n13/3, then

|N(f, γ, q)− qm−1| ≤ (n− 1)(n− 2)qm−3/2+ (5n2 + n+ 1)qm−2.
(3)

As a simple corollary we get that the functions defined in Theorem 2.1 are
preimage-resistant. More precisely we have:Corollary 2.2. Assume that the polynomial f(X) ∈ Fq[X1, . . . , Xm] satisfies
the requirements of Theorem 2.1. Denote by Pcoll(f, γ) the probability that f(x)
assumes the value γ ∈ F

∗
q , when x runs uniformly through the elements of Fm

q .

Then

Pcoll(f, γ) ≤
1

q
+

(n− 1)(n− 2)

q3/2
+

5n13/3

q2
.

Moreover, if q > 5n13/3, then

Pcoll(f, γ) ≤
3

q
.

For practical application we propose to choose

q = p with a prime p > 2256 or q = 2f with f = 256 or 512.

The polynomial b(X) can be chosen in the first case a norm function, like in [7]
or a diagonal form α1X

n
1 + · · · + αmXn

m with α1, . . . , αm as well as β1, . . . , βm
random elements of F∗

q . The choice of m,n we discuss in Section 5.
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3. Auxiliary results

First, we cite a general result of C a f u r e and M a t e r a [10] (c.f. also
[18], [29]) about the number of Fq points lying on a hypersurface defined over Fq.Theorem 3.1. For an absolutely irreducible Fq-hypersurface H of An of degree δ
the following estimate holds:

∣

∣|H ∩ F
n
q | − qn−1

∣

∣ ≤ (δ − 1)(δ − 2)qn−3/2+ 5δ13/3qn−2.

In the theorem A
n denotes the affine space of dimension n over Fq. Under

a regularity condition, i.e., if q is large enough, much better remainder term was
proved by C a f u r e and M a t e r a [10].Theorem 3.2. Let q > 15δ13/3 and let H ⊆ A

n be an absolutely irreducible

Fq-hypersurface of degree δ. Then the following estimate holds:
∣

∣|H ∩ F
n
q | − qn−1

∣

∣ ≤ (δ − 1)(δ − 2)qn−3/2+ (5δ2 + δ + 1)qn−2.

The next lemma shows that under certain condition lacunary polynomials are
absolutely irreducible.Lemma 3.1. Let K be any field, and fix an algebraic closure K of K. Let n ≥ 4
be an integer and let

G(X, Y ) = Y n+ A(X)Y n−1+ B(X) ∈ K[X, Y ]

be a polynomial with the properties A(X), B(X) ∈ K[X], B(X) has no multiple

zeros and degA(X) 6= degB(X) ≥ 1. Then G(X, Y ) is irreducible over K, i.e.,

it is absolutely irreducible.

P r o o f. Suppose indirectly that G(X, Y ) is reducible, i.e.,

G(X, Y ) = U (X, Y )V (X, Y )
with

U (X, Y ) = Y k + ak−1(X)Y k−1 + . . . + a1(X)Y + a0(X) ∈ K[X, Y ],

V (X, Y ) = Y n−k + bn−k−1(X)Y n−k−1 + . . . + b1(X)Y + b0(X) ∈ K[X, Y ],

where

1 ≤ k ≤ n−1, ai(X), bj(X) ∈ K[X] for i, j ∈ Z≥0, ak(X) = 1, bn−k(X) = 1

and ai(X) = 0, for i > k and bj(X) = 0 for j > n− k are constant polynomials.

Case I. First we suppose that min(k, n− k) ≥ 2. We have

G(X, Y ) = U (X, Y )V (X, Y ) =

n
∑

i=0

ci(X)Y i, (4)

with
ci(X) =

i
∑

j=0

aj(X)bi−j(X). (5)
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Since degB(X) ≥ 1, without loss of generality we may suppose that

deg a0(X) ≥ 1.

Then there exists an α ∈ K with a0(α) = 0.

Since B(X) = a0(X)b0(X), and B(X) has no multiple zero, we get b0(α) 6= 0.
By comparing (4) with

G(X, Y ) = Y n+A(X)Y n−1+ B(X)

we get that ci(X) = 0 is the constant 0 polynomial for i = 1, . . . , n− 2. Thus we
have ci(α) = 0 for i = 1, . . . , n− 2, which together with (5) leads to

i
∑

j=0

aj(α)bi−j(α) = 0 for i = 1, . . . , n− 2. (6)

Now (6) for i = 1, together with a0(α) = 0 and b0(α) 6= 0 proves a1(α) = 0.
Similarly, (6) for i = l, together with a0(α) = 0, . . . , al−1(α) = 0 and b0(α) 6= 0
proves al(α) = 0 for any l = 1, . . . , n − 2. Thus we conclude with ai(α) = 0
for i = 0, . . . , n− 2. Since min(k, n− k) ≥ 2 we have U (α, Y ) = Y k and

Y n +A(α)Y n−1 +B(α) = U (α, Y )V (α, Y )

= Y n + bn−k−1(α)Y
n−1 + · · ·+ b0(α)Y

k

is clearly a contradiction.

Case II. Suppose now that min(k, n−k) = 1. Without loss of generality we may
suppose that k = 1. Then

U (X, Y ) = Y + a0(X) (7)

V (X, Y ) = Y n−1 + bn−2(X)Y n−2 + · · ·+ b1(X)Y + b0(X).

Then
Y n +A(X)Y n−1+B(X) = U (X, Y )V (X, Y )

combined with (7) leads to the relations

B(X) = a0(X)b0(X), a0(X)bl(X)− bl−1(X) = 0 for l = 1, . . . , n− 2,

and a0(X)+bn−2(X) = A(X). The first two relations show that B(x) is divisible
by a0(X)2, which together with the condition that B(X) has no multiple zero,
leads to the conclusion that a0(X) = a is a constant.

Now the above relations mean that

bn−k−2(X) = (−a)kbn−2(X) for k = 1, . . . , n− 2.

This shows that

Y n +A(X)Y n−1+B(X) = U (X, Y )V (X, Y )

= Y n+
(

a+ bn−2(X)
)

Y n−1+ a(−a)n−2bn−2(X).
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However, this means that degA(X) = degB(X), which contradicts the assump-
tion of the lemma.

This concludes the proof of Lemma 3.1. �Note. In the above proof the fact that G(X, Y ) cannot have a factor with
degY > 2 follows as a simple consequence of a much deeper result of S c h i n z e l
[26] (see also [27], [28]), however, since we have to deal with the case of quadratic
factors anyway, we have proved Case I in general without using the result of
Schinzel.Lemma 3.2. Let K be any field. Let f(X) ∈ K[X1, . . . , Xm] be a polynomial

such that
f(X) := b(X1, . . . , Xm) + a(X1, . . . , Xm)

with homogeneous polynomials a(X), b(X) satisfying

k = deg a(X) < deg b(X) = n, degXi
b(X) = n for 1 ≤ i ≤ m.

Further, suppose that there exist indices 1 ≤ j1 < j2 ≤ m such that the binary

form
b0(Xj1 , Xj2) := b(0, . . . , 0, Xj1 , 0, . . . , 0, Xj2 , 0, . . . , 0) (8)

has no multiple zero.

Then the polynomial f(X) + γ is absolutely irreducible for every 0 6= γ ∈ K.

P r o o f. Put

g(X) := f(X) + γ, f0(X) := b0(X) + a0(X) and g0(X) := f0(X) + γ,

where

a0(X) := a(0, . . . , 0, Xj1 , 0, . . . , 0, Xj2 , 0, . . . , 0).

Suppose indirectly, that g(X) is reducible, i.e., g(X) = U (X)V (X), with
degU (X) ≥ 1 and deg V (X) ≥ 1. Thus there exists i ∈ {1, . . . ,m} such that
degXi

U (X) ≥ 1. Now using that degXj
g(X) = n for each j ∈ {1, . . . ,m},

we see that degXj
V (X) < n and thus degXj

U (X) > 0 for each j ∈ {1, . . . ,m}.

Similarly, we infer that degXj
U (X) < n and thus degXj

V (X) > 0 for each

j ∈ {1, . . . ,m}. Altogether, this means that we have

1 ≤ degXj
U (X) ≤ n− 1 (9)

and
1 ≤ degXj

V (X) ≤ n− 1 for each j ∈ {1, . . . ,m}.

Now put

U0(Xj1 , Xj2) :=U (0, . . . , 0, Xj1 , 0, . . . , 0, Xj2 , 0, . . . , 0)

and

V0(Xj1 , Xj2) :=V (0, . . . , 0, Xj1 , 0, . . . , 0, Xj2 , 0, . . . , 0).
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By (9) we see that

g0(Xj1 , Xj2) = U0(Xj1 , Xj2)V0(Xj1 , Xj2)

is a non-trivial factorization of g0.

However, since

g0(Xj1 , Xj2) = b0(Xj1 , Xj2) + a0(Xj1 , Xj2) + γ (10)

= Xn
j2

[

b0

(

Xj1

Xj2

, 1

)

+
1

Xn−k
j2

a0

(

Xj1

Xj2

, 1

)

+ γ
1

Xn
j2

]

the above non-trivial factorization of g0 leads to a non-trivial factorization of
the polynomial

Y n +A(X)Y n−k +B(X),
where

X :=
Xj1

Xj2

, Y :=
1

Xj2

, A(X) :=
1

γ
a0(X, 1) and B(X) :=

1

γ
b0 (X, 1) .

However, this is impossible by Lemma 3.1. So we get a contradiction, which
proves Lemma 3.2 �

4. Proof of Theorem 2.1 and its Corollary

P r o o f o f T h e o r e m 2.1. It follows from Lemma 3.2 that the polynomial
f − γ is absolutely irreducible over Fq.

Thus by Theorems 3.1 and 3.2 the result follows. �

P r o o f o f C o r o l l a r y 2.2. Obviously, Fm
q has qm elements and

Pcoll(f, γ) =
N(f, γ, q)

|Fm
q |

,

which together with Theorem 2.1 implies the first statement immediately.

If q > 5n13/3, then q1/2 > (n − 1)(n − 2) and we get the second statement
from the first one at once. �

5. Practical considerations

In this section we are dealing with practical aspects of the proposed family
of collision-free functions. The implementation was based on this analysis.

There are two typical ways for the choice of the finite field; either q is a prime,
or q is a power of 2. To avoid brute force attack the binary length of q must be
at least 128. The computation time depends very much on m, we decided to
choose m = 4.
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We decided to choose f(X) := b(X)+ a(X) such that b(X) and a(X) are in
diagonal form, i.e.,

b(X) = β1X
r
1 + · · ·+ βmXr

m and a(X) = α1X
s
1 + . . . αmXs

m

with 0 < s < r < q and α1, . . . , αm, β1, . . . , βm 6= 0. With this choice all
assumptions of Theorem 2.1 automatically hold except that the polynomial
b0(Xi, Xj) = βiX

r
i + βjX

r
j has no multiple roots.

The polynomial b0(Xi, Xj) has multiple roots in F̄q if and only if c(X) = Xr+γ
with X = Xi/Xj and γ = βj/βi has multiple roots in F̄q. It is well-known that
the multiple roots of c(X) are roots of gcd

(

c(X), c′(X)
)

. Since c′(X) = rXr−1,
it is non-zero if r and the characteristic of Fq are coprime. This holds for all r,
if q is a prime, and for all odd r, if q = 2f. Further, if c′(X) 6= 0, then its only
root is 0, which is a zero of c(X) if and only if γ = 0, but this is excluded by
the choice of the β’s. Thus we proved the following assertion.Proposition 5.1. Let f(X) := b(X) + a(X) such that b(X) = β1X

r
1 + . . .

· · · + βmXr
m, a(X) = α1X

s
1 + · · · + αmXs

m and α1, . . . , αm, β1, . . . , βm 6= 0.
If 0 < s < r < q and r is odd if q = 2f, then f(X) satisfies all assumptions of

Theorem 2.1.

The coefficients of b(X) and a(X) should be chosen distinct random elements
of Fq. Further, if we choose r such that q > 5r13/3, then by Corollary 2.2 the
probability that f(X) takes a fixed element of Fq is at most 3/q. If q is a prime,
then we put s = 1, i.e., a(X) a linear polynomial.

If q = 2f, then choose a normal basis (see, e.g., [19]) of Fq and represent
the elements in this basis. Then squaring means a periodic left shift, while mul-
tiplication with a fixed element means mixing of the coordinates. Thus a good
choice of r is, if its binary representation has at least 7 non-zero digits. Since
the highest and the lowest digits are one (r must be odd), the remaining five
ones should be distributed among the remaining positions. To be more specific,
let f = 128. Then, for example, r = 228+224+220+215+210+25+1 = 286295073
satisfies all requirements. We propose to choose the exponent s < r on the same
principles as r.

In our implementation, we used the following iteration to hash messages of ar-
bitrary length:

h0 = f(w0, . . . , wm−1), hi+1 = f
(

hi, w(m−1)i+1, . . . , w(m−1)(i+1)

)

,

where the wj is the field element represented by the log q bits, beginning with
the j log q + 1th bit of the input message. We did a C language implementation
of f(X) with several choices of the parameters. The result of the computational
time is displayed in the following table.1

1The results were obtained on a 2GHz Intel(R) Core(TM)2 Duo CPU for several megabytes

of messages.
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Hash length Characteristic Kilobyte/second

256 odd 338
512 odd 121
254 even 8
509 even 6

Although the efficiency of the odd characteristic version is near the efficiency
of the VSH [13], the Fast VSH is 3–4 times faster.

6. Implementation

In this section we will consider the implementation issues regarding the above
described families of hash functions. By the implementation of the proposed
functions choosing the field has a great impact on the performance. Beyond
the obvious importance of the field size the choice of the characteristic has the
greatest significance. It depends on the characteristic whether we can use simple
modular arithmetic (which is advantageous on general purpose processors) or
the (with hardware fast implementable) even characteristic arithmetic can be
applied.

6.1. Prime field arithmetic

The (odd) prime field arithmetic (which means simple modular arithmetic
in practice) is better suited for general purpose processors. On general purpose
processors a single difficulty arises in conjunction with the proposed algorithm:
the size of the operands. The parameters suggested in the previous section im-
ply that the representation of the field elements is significantly longer than the
nowadays widespread general purpose processors word size. There exists many
implementation of arbitrary precision arithmetic for various programming lan-
guages. They are well tested and optimized, accelerated by assembly language
fragments. Some of them also take a staged approach to the multiplication and
squaring algorithms. Namely, they implement multiple algorithms and the fastest
one is used by a given operand length. Still, arbitrary precision arithmetic is sig-
nificantly slower than word-level arithmetic. Consequently, the performance of
the proposed hash algorithm will be only comparable to those algorithms that
also have to use arbitrary precision arithmetic (like, for example, [13]). We used
the GNU Multiprecision Library in our implementation.

10
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6.2. Even characteristic arithmetic

The primary strength of the proposed construction lies in the hardware im-
plementation. If we define the function over an even characteristic field and use
a normal basis representation, the squaring can be done with a simple cyclic
shift which is extremely fast. The normal basis multiplication is also well stud-
ied and multiple fast architectures and implementations were proposed ([2], [3],
[15], [20], [33]). Consequently, the even characteristic version is a viable practical
hash function when a hardware solution is needed.

The implementations of even characteristic multiplication on general pur-
pose processors are usually slower than the prime field arithmetic, but since
the fast normal basis squaring, it may be also worth of consideration. Normal
basis multiplication algorithms require many bit level operations, and that is
why the implementations cannot make use of the full data path of the processor.
The algorithms proposed by R e y h a n i-M a s o l e h and H a s a n [24] avoid this
disadvantage, making the multiplication much faster.

In our implementation we used Algorithm 2 of [24]. This algorithm can only
be applied by fields having a Gaussian normal base of even type. Gaussian nor-
mal basis are special, low complexity normal bases. A Gaussian normal base
(GNB) exists for GF (2k) if k is not divisible by 8. GNB type t exists if and
only if p = tk + 1 is prime and gcd

(

tk
l , k

)

= 1, where l is the multiplicative
order of 2 modulo p. By the tests we used GNB type 2 in both cases. Our imple-
mentation is only a pure C reference implementation of the construction, it can
be significantly accelerated by further optimization, Algorithm 3 of [24], assem-
bly language fragments and by reducing the Hamming weight of the exponents
(notice that the algebraic complexity does not change with this modification).
According to our estimates, with the above improvements, the performance of
the even characteristic version can reach the odd characteristic one’s. Further
improvements can reach by using ideas described in the very recent paper of
B e r n s t e i n and L a n g e [5].
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[8] BÉRCZES, A.—JÁRÁSI, I.:An application of index forms in cryptography, Period. Math.
Hungar. 58 (2008), 35–45.

[9] BUCHMANN, J.—PAULUS, S.: A one way function based on ideal arithmetic in number
fields, in: Advances in Cryptology—CRYPTO ’97, Proc. of the 17th Annual International
Cryptology Conference, Santa Barbara, CA, USA, 1997 (B. S. Kaliski, jr., ed.), Lect.
Notes in Comput. Sci., Vol. 1294, Springer, Berlin, 1997, pp. 385–394.

[10] CAFURE, A.—MATERA, G.: Improved explicit estimates on the number of solutions of
equations over a finite field, Finite Fields Appl. 12 (2006), 155–185.

[11] CANTOR, D. G.—ZASSENHAUS, H.: A new algorithm for factoring polynomials over
finite fields, Math. Comp. 36 (1981), 587–592.

[12] CHAO, L. R.—LIN, Y. C.: Associative one-way function and its significances to crypto-
graphics, Internat. J. Inform. Management. Sci. 5 (1994), 53–59.

[13] CONTINI, S.—LENSTRA, A. K.—STEINFELD, R.: VSH, an efficient and provable
collision-resistant hash function, in: Advances in Cryptology—EUROCRYPT ’06, Proc.

of the 25th Annual International Conference on the Theory and Applications of Cryp-
tographic Techniques, St. Petersburg, Russia, 2006 (S. Vaudenay, ed.), Lecture Notes in
Comput. Sci., Vol. 4004, Springer, Berlin, 2006, pp. 165–182,

[14] GOLDREICH, O.—LEVIN, L.—NISAN, N.: On constructing 1-1 one-way functions,
ECCC, TR-95-029, 6/25/95, 1995.

[15] HASAN, M. A.—WANG, M. Z.—BHARGAVA, V. K.: A modified Massey-Omura parallel
multiplier for a class of finite fields, IEEE Trans. Computers, Vol. 42, Washington, DC,
1993, pp. 1278–1280.

[16] HEMASPAANDRA, L. A.—ROTHE, J.: Creating strong, total, commutative, associative
one-way functions from any one-way function in complexity theory, J. Comput. System
Sci. 58 (1999), 648–659.

[17] KALTOFEN, E.—KOIRAN, P.: On the complexity of factoring bivariate supersparse
(lacunary) polynomials, in: Proc. of the 2005 International Symposium on Symbolic and
Algebraic Computation—ISSAC ’05, Beijing, China, 2005 (M. Kauers, ed.), ACM Press,
New York, NY, 2005, pp. 208–215.

[18] LANG, S.—WEIL, A.: The number of points of varieties in finite fields, Amer. J. Math.
76 (1954), 819–827.

[19] LIDL, R.—NIEDERREITER, H.: Finite Fields (2nd ed.), Encyclopedia Math. Appl.,
Vol. 20, Cambridge University Press, Cambridge, 1997.

[20] MASSEY, J. L.—OMURA, J. K.: Computational Method and Apparatus for Finite Field

Arithmetic. US Patent No. 4,587,627, 1986.
[21] MENEZES, A. J.—VAN OORSCHOT, P. C.—VANSTONE, S.: Handbook of Applied

Cryptography. CRC Press, 1997.

[22] MERKLE, R.C.: A fast software one-way hash function, J. Cryptology 3 (1990), 43–58.
[23] PAPADIMITRIOU, C. H.: Computational Complexity. Addison-Wesley Publ. Comp.,

Reading, MA, 1994.

12



ON A FAMILY OF PREIMAGE-RESISTANT FUNCTIONS

[24] REYHANI-MASOLEH, A.—HASAN, M. A.: Fast normal basis multiplication using

general purpose processors, IEEE Trans. Computers, Vol. 52, Washington, DC, 2003,
pp. 1379–1390.

[25] ROGAWAY, P.—SHRIMPTON, T.: Cryptographic hash-function basics: definitions, im-
plications, and separations for preimage resistance, second-preimage resistance, and col-
lision resistance, in: Fast Software Encryption—FSE ’04, 11th International Workshop,
Delhi, India, 2004 (B. Roy et al., eds.), Lecture Notes in Comput. Sci., Vol. 3017, Springer,

Berlin, 2004, pp. 371–388.
[26] SCHINZEL, A.: On reducible trinomials, Dissertationes Math. (Rozprawy Mat.) 329

(1993); errata, Acta Arith. 73 (1995), 399–400.
[27] SCHINZEL, A.: On reducible trinomials. II, Publ. Math. Debrecen 56 (2000), 575–608.
[28] SCHINZEL, A.: On reducible trinomials. III, Period. Math. Hungar. 43 (2001), 43–69.
[29] SCHMIDT, W. M.: A lower bound for the number of solutions of equations over finite

fields, J. Number Theory 6 (1974), 448–480.
[30] SCHNEIER, B.: Applied Cryptography. John Wiley & Sons, New York, NY, 1996.
[31] SHPARLINSKI, I.: Number Theoretic Methods in Cryptography. Complexity Lower

Bounds, in: Progr. Comput. Sci. Appl. Logic, Vol. 17, Birkhäuser Verlag, Basel, 1999.
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Attila Pethő
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