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Abstract: We are studying the economic phenomenon of the unemployment in Maramures 

County of Romania. To obtain plausible conclusions regarding this study we apply 

different types of regression: the linear regression, polynomial regression, spline and B-

spline regression. In this paper we focus on the numerical side of the research and we 

compare the predicted values, the graphic representation of the evolution, the future 

predictions and the errors generated by the regressions mentioned above. The calculations 

are performed in R, a programming language for statistical computing. An implementation 

in R is given. 

Keywords: linear regression, splines regression, B-spline regression, R language, the 

evolution of the unemployment in Maramures 
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Introduction 

National and County Employment Agencies (ANOFM and AJOFM), together with 

the National Statistical Institute of Romania (INSR), study the evolution of 

unemployment in Romania using statistical methods that compare the number of 

unemployed relative to unit time, relative to the region, educational studies, sex, 

age or unemployment rate. (For example BIM - International Labour Office - uses 

the Holt method; it uses exponential data series with a linear trend; it is the method 

of estimating unemployment measured according to the criteria of the International 

Labour Office (National Institute of Statistics, 2011)). We propose a study of 

econometric methods used in estimating and predicting the unemployment data in 

Maramures through the open-source mathematical-statistical programming 

environment R, namely the regression method. 

The linear regression, polynomial regression, spline regression and B-spline 

regression are used. The linear regression is particularly popular due to its ease of 

use and determines the line which passes through or adjacent to data points, based 

on the principle of least squares. But the linear regression and polynomial 
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regression are not smooth enough to model real situations. The spline regression 

ensures flexibility in the estimation of the model. It is a mathematical-economic 

model adapted to changes in the economy which “keeps the continuity of the 

regression function, but splits the studied data in intervals with homogenous 

characteristics." (Geambasu et al, 2010). The B-Spline regression is also a flexible 

model that offers numerical stability to the algorithm and it is easy to implement. 

The comparative study of the four variants of these unemployment progressions are 

applied over a period of time (years).  

 

1. Literature review 

It is known that the regression is an econometric technique which investigates the 

relationship between a dependent and independent variable, “used for forecasting, 

time series modeling and finding the causal effect relationship between the 

variables.” (Sunil, 2015) There are many forms of regressions. The challenge is to 

identify what regression best fits the problem investigated.  

Linear regression was the first type of regression analysis and it is used widely in 

practical applications. The frequent economic changes highlight the necessity of 

adapting regression models to variation of the economy. This is the case of the 

spline regression model. 

The spline regression is a relatively recently studied technique. In 1991, Friedman 

extended the recursive partitioning regression model of Morgan and Sonquist 

(1963) and Breiman, Friedman, Olshen and Stone (1984) by constructing a 

cumulative function which reunites the functions adapted to each sub-region, thus 

offering a better understanding of the evolution of the dependent variable. He 

applied the model to data sets from signal theory (numbers of shots), analytical 

chemistry (Portuguese olive oil) or artificial functions. Since then, specific 

economic problems were better solved by using the spline regression model. Thus 

Blindell, Chen and Kristensen (2007) studied the relation between the demand of 

goods and household budgets, using a continuous function on subsets of data 

resulted also from adding the subsets functions. Engle and Gonzalo (2008) studied 

the relation between the financial market and macroeconomic evolution using a 

GARCH-spline regression model for describing the trend with reduced frequency 

of macroeconomic variable volatility in time. Greiner (2009) used penalized 

splines to study the relation between the “primary surplus to GDP ratio and the 

debt ratio” (Greiner, 2009). Liu and Yang (2010) proposed the spline-backfiteed 

local linear procedure and applied it to a “varying coefficient extension of the 

Cobb-Douglas model for the US GDP that allows non neutral effects of the R&D 

on capital and labor as well as on the Total Factor Productivity.” Haupt, Kagerer 

and Steiner (2014) illustrate spline and B-spline regression in an empirical 
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application using unit sales, retail prices and display activities on the store level 

from a food chain in Chicago. For the computations they used the open-source 

software R. Using spline regression and R, Shujie et al (2015) computed their 

results on GDP growth and OECD Status. The list doesn‟t stop here. 

If the mentioned papers use R for the computation of the created spline regression 

models, the present paper reunites four of the regression models (linear, 

polynomial, slpine and B-spline) and implements an R-function which generates 

results specific to each regression. The function compares these results in order to 

help the users in applying the proper model. We illustrate the functionality of the 

implemented R-function using unemployment data from the Maramures County.  

 

2. Methodology 

One of the advantages of the R statistical environment is the fact that complicated 

mathematical definitions and formulae may be avoided. The R code doesn‟t require 

these.  

The piecewise linear model is “a non-linearity captured by estimating a linear 

regression through several intervals” (Ruppert et al, 2003) and is given by the 

equation 

yi=ai+bix+i, if x[ti-1,ti], i=1,…,k,  

where ai,bi are the coefficients of the model. 

But the regression function is not smoothed at the knots t1,…,tk-1. (Ruppert et al, 

2003) Spline is a smooth piecewise regression model with transition at the knots. 

The cubic spline regression model is a continuous piecewise function with 

continuous second order derivatives: 

y=a+b1x+b2x
2
+b3x

3
+j=1,…,kbj+3(x-tj)+

3
+, 

where the notation  is the mathematical notation for truncated power functions. 

The truncated functions often generate unstable numerical results. (Ruppert et al, 

2003) The truncated basis is replaced by the B-spline basis which has compact 

support (i.e. values are equal to 0 outside two adjacent knots). 

B-spline is a spline model smooth at the boundary knots expressed as a 

combination of basic B-spline functions (cubic B-spline): 

y=i=1,…,kbiBi,3(x)+, x[a,b]. 

These B-spline basis functions Bi,3 can be determined from the recurrent formula of 

Carl de Boor (Carl de Boor, 1972); this recurrent formula makes the algorithm easy 

to implement. 

We use the pre-defined R-functions for regressions: 
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Table 1. The R-functions used in regression models 

model R-function Interpretation 

linear lm(Y~X) the adequacy of the linear model having Y as the 

response variable and X as predictor 

polynomial lm(Y~poly(.)) Y is modeled linearly by y=a+b1x+b2x
2
  

spline lm(Y~ns(.)) function to model Y by natural cubic spline function 

B-spline lm(Y~bs(.)) function to model Y through cubic B-spline function 

Source: adapted from R library and (Paradis, 2013) 

 

R is a free environment language and software for statistical calculation and 

graphics, developed since 1995 by Ross Ihaka and Robert Gentleman (hence the 

name R). It quickly gained the attention of programmers and statisticians becoming 

a powerful environment for statistical computing. R contains linear and non-linear 

statistical modeling techniques, statistical tests, techniques for linear time series 

analysis etc. R is an integrated suite of software facilities for data manipulation, 

calculation, graphics display that includes a simple and effective programming 

language, allowing statistical techniques to be implemented. R is a case-sensitive 

dialect of the S language (S language is a statistical programming language, 

developed since 1975, and updated to its modern version since 1988.). The code 

may be placed in the Command prompt window or may be used from a source file. 

There are a variety of data types including vectors (numeric, character, logic), 

matrices, lists and data windows. R's functionality comes from the basic functions 

found in the dedicated R packages or from complex functions created by the user. 

R provides facilities for implementing regressions through regression functions 

which are stored in packages distributed with the installation of R. A characteristic 

feature of R is the regression model lm(Y~model,data), where Y is the 

analyzed response and model is a set of terms for which some parameters will be 

estimated. For the linear regression the model is considered to be the set of 

independent variables X, the poly(.) model corresponds to the polynomial 

regression, the ns(.) model to the natural spline regression and the bs(.) 

model to the B-spline regression (see Table 1). 

The source code function that includes these formulas was written in R, in an editor 

file (New Script) and saved as Regression.R. The input data of the function  

(which has the same name: Regression) is the set of independent variables X, 

the set of dependent variables Y and the p value for which the prediction is 

intended. The output data is data specific to each regression, mainly the predicted 

values and the graphs of the regressions. The interpretation of the results is 
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reported in the last part of the algorithm, Conclusions. Main steps of the algorithm 

are described below. 

 
Table 2. Other R-functions used in the algorithm  

R-function Used to 
cat("...") print the information on-screen 

cor.test(X,Y) test the degree of correlation between two variables 
predict(.) compute the estimated values for new data of the model 

plot(.) and abline(.) abline function plots the regression line y=a+bx 
data.frame(.) create a sequence of data saved as a table 
predict(.,interval 

=”predict”,level=.95) 
predict data with the 95% confidence 

 
summary(.)$r.squared extract the R-squares coefficient; it specifies how much 

the variation of Y is explained by the independent 

variable 
summary(.)$sigma extract the sigma value of the standard error; it specifies 

how much the average observed values deviate from the 

theoretical values 
summary(.)$fstatistic 

and pf(.) 
extract the p-value of the F distribution; this value 

determines whether the two variables are significantly 

different by checking if the coefficient β is nonzero 

Source: adapted from R library 

 
Data input: X, Y, p 

Data output: 

Step I. For the linear regression 

 I.1. the coefficient of correlation between X and Y 

I.2. the linear regression coefficients a, b 

I.3. the approximate values generated by the linear regression equation 

 I.4. errors (residue) 

 I.5. the predicted value for an independent variable p 

I.6. the graph of the linear regression equation 

Step II. For the polynomial regression  

II.1. the quadratic polynomial coefficients  

II.2. the predicted value for p 

II.3. the predicted values generated by the polynomial regression 

 II.4. the errors (residue) 

 II.5. Plotting the polynomial curve  

Step III. For the natural spline regression  

III.1 the matrix of the cubic B-spline values for the natural spline function 

ns(.) function generates the matrix of order (card(X),df) of the B-

spline basis function for a natural cubic spline (df=5=>3 inner knots) 
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(card(X) is the cardinal of X, equivalent to the length(X) function 

in R, and df represents here the number of the degrees of freedom; for 

ns(.) function, the df is given by df = internal knots 

no.+1+1) 

III.2. the natural cubic spline regression coefficients 

III.3. the predicted value by natural spline regression for known p 

 III.4. the errors (residue) 

 III.5. the spline regression curve graph 

lines(.) function takes the horizontal axis as the sequence seq(.) 

of 200 points lying between the extremes of set X and the vertical axix the 

set of the values predicted by the spline regression calculated in the 

abscissa points 

Step IV. For the B-spline regression   

 IV.1. the matrix of the basic B-spline functions  

bs(.) function generates the matrix of order(card(X),df) of the 

values of the B-spline basis functions for a polynomial spline function 

(cubic)   (df=5=>1 inner knot) (We note that the number of the degrees 

of freedom df for the bs(.)function is given by df = internal 

knots no.+1+degree of the spline function) 

 IV.2. the cubic B-spline coefficients of the regression 

IV.3. the predicted value of the B-spline regression for p 

IV.4. the predicted values generated by B-spline regression for the observed 

variable X 

IV.5. the errors (residue) 

IV.6. the B-spline regression curve  

Step V. Generating the conclusions 

 V.1. the values predicted by the 4 regressions for a given value 

 V.2. the prediction interval (The prediction interval represents all the predicted 

values between the observed values which are contained with a certain probability)  

 V.3. the errors generated by the 4 regressions 

V.4. the R-Squared coefficient value for the 4 regressions  

 V.5. the standard error 

 V.6. the p-value 

The applicability of this algorithm is highlighted by the study of regressions in the 

case of the unemployment data from Maramures County. 

 

3. Main findings 

The issue studied is the evolution of unemployed in Maramures County and its 

prediction in time. Yearly reports from the AJOFM database regarding the number 

of registered unemployed in 2000-2015 in Maramures County are used as 

statistical data. The method used here is the regression that uses the years 2000-
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2015 as the independent variable and the number of the unemployed from 

Maramures as the dependent variable. It is known that the number of the 

unemployed is influenced by a series of factors such as the number of job offers, 

the GDP and so on. For the sake of simplicity, the comparative study is applied for 

the observations of the annual unemployed number. Thus the study underlines the 

unemployment evolution through the linear regression, polynomial, spline and B-

spline regression, using the algorithm described above. 

The first step is to write the observed data (using a comma separator for data) and 

to save it in a text document (Notepad, WordPad, MS Word, s.o.) as a simple 

.txt file.  

The sequence of instructions (Fig.A.1) reads the data from the file: setting the 

access path to the directory where the .txt file was saved -> reading the data 

from the file (in this case UnemloyedEvolution.txt) in the mandatory 

variable givendata -> viewing the data by calling givendata variable -> 

reading the independent variable Year in the X mandatory variable -> reading the 

unemployedNo dependent variable in the Y mandatory variable -> displaying X 

and Y. The function source(Regression.R) calls the source code of the 

algorithm from the file Regression.R. The function 

Regression(X,Y,2011)applies the linear regression model, polynomial, 

spline and B-spline for the variables X and Y, and it performs the prediction for the 

independent variable 2011.  

For each model the function returns the model coefficients, predicted/ theoretical 

values which are generated by the model for both an independent variable and for 

independent initial values, errors (residue) and the statistical parameters of the 

method (p-value, the multiple R-squared coefficient, the adjusted R-squared, the 

residual standard error, the number of degrees of freedom, the significance 

coefficients). Results can be viewed in steps I-IV (see Fig.A.2 for polynomial 

regression), but the comparison and interpretation may be made easier by using the 

graphical representation (Figure 1) and the conclusions contained in Step V. The 

table 3 summaries the results contained in conclusions. 

 
Table 3. The results generated by the algorithm in the case of the four regressions 
Summary 

Regressions 

Median 

Residual 

Residual 

standard error 

Multiple R-

squared 

Adjusted 

R-squared 

Coefficients Predicted value 

for 2011  

Linear 368.2 2,950 0.4651 0.4269 

Intercept: 

1,131,383.2 

b: --558.3 

8,656 

Quadratic 

Polynomial 
710.2 2,539 0.6322 0.5756 

Intercept: 
3.302e+0.8 

b1: 

-3.284e+0.5 

7,921 
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Summary 
Regressions 

Median 
Residual 

Residual 
standard error 

Multiple R-
squared 

Adjusted 
R-squared 

Coefficients Predicted value 
for 2011  

b2: 

8.165e+0.1 

Cubic 
Spline 

127.5 1,391 0.9236 0.8727 

Intercept:  
-38,69 

b1: 38,774 
b2: 48,198 

b3: 44,442 

b4: 53,886 
b5: 21,044 

b6: 115,733 

b7:lin.comb. 

10,820 

Cubic B-
spline 

52.95 1,673 0.9263 0.8158 

Intercept: 
21,242 

b1: -4,467 

b2: -9,715 
b3: -10,093 

b4: -16,700 

b5: -8,888 
b6: -9,810 

b7: -15,565 

b8: -12,130 
b9: -14,017 

10,144 

Source: own results adopted from Regression.R function 

 
Figure 1. The graphical representation of the regressions applied to the annual 

unemployed number in Maramures  

 
Source: own results generated by Regression.R function 

Linear 

Spline B-spline 

Polynomial 
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The graphical representation (Figure 1) shows that the B-spline and spline 

regressions approximate the observed data more accurately than the linear 

regression and polynomial regression (see also Fig.A.5 for generated results). This 

is primarily due to the definition of the spline function. In the case of the 

unemployment in Maramures, the nonlinear manner of distribution of the observed 

data makes linear and polynomial regression to be discredited in the face of spline 

and B-spline regressions. 

The theoretical values for periods of time within the 2000-2015 range differ as 

precision from one model to another. Thus, for a theoretical value for the number 

of unemployed in 2011, the linear regression is the method that sets the minimum 

error (Table 1 or Fig.A.3 for generated results) and for 2013 the optimum 

theoretical value is given by the spline regression. This result can be observed also 

from the analysis of the model that generates the lowest residue, as it is shown in 

conclusion 3 (Fig.A.5). 

With a probability of  95%, the number of unemployed in 2011, given by the linear 

regression, can oscillate between 2,024 and 15,289, a relatively broad range 

compared to the spline regression (Table 4 and Fig.A.4 for generated results). 

 
Table 4. The predicted intervals (with a probability of 95%) in which the theoretical 

value in 2011 is located  

Regression 
Prediction interval 

p-value 
min max 

Linear 2,024 15,289 0.00361301 

Polynomial 2,136 13,707 0.00150077 

Spline 7,190 14,449 0.00014791 

B-spline 5,071 15,217 0.00879304 

 Source: own results adopted from Regression.R function 

 

Within the studied phenomenon, the comparative analysis of the residue shows that 

the spline regression model is valid. In order to identify which method can be used 

to a greater extent forecasters, the R-squared is compared. The B-spline regression 

can be used in predictions with 92.63% confidence interval (see Table 1 and 

Fig.A.6 for generated results).  

The standard errors of the studied phenomena are relatively high in all four 

estimates (Table 1 and Fig.A.7 for generated results), which means that the average 

deviation of the observed values compared to the theoretical ones is high. 

The predicted result with the lowest standard deviation of the estimation is given 

by the splines regression and has an error of ± 1,390 unemployed. 

The results investigated so far raise the question: is there a significant relationship 

between the amount of time (years) and the number of the unemployed? The null 
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hypothesis test β = 0 leads to p-values that are smaller than 0.05, so the null 

hypothesis is rejected in all four cases, with a high degree of trust in the case of the 

spline regression (p-value=0.00014791). See Table 4 and Fig.A.8. 

The intensity of the relationship between the two variables X and Y is given by the 

correlation coefficient of linear regression model, namely -0.6819874, the 

correlation being a relatively good, negative one, which emerges from the trend of 

the decreasing number of the unemployed. 

For a future prediction, the function Regression(X,Y,2016) returns the 

predictions from Fig.A.9. and Table 5. The polynomial regression and B-Spline 

regression in the near future indicate an increase, and the linear regression and 

spline regression indicate a decrease. For immediate future predictors, the spline 

and B-spline regression predictions will take extremely large values, or even 

negative ones, which confirms the known outcome that the spline functions are 

used in interpolation problems rather than extrapolation. The spline regressions are 

useful for predictions in which the unknown X values are within the range of the 

independent variables. 

 
Table 5. The predicted regressions value for x=2016 

Regression linear polynomial spline B-spline 

Predicted value for p=2016 5,865 10,029 8,805 1,679 

Source: own results adopted from Regression.R function 

 

4. Discussions  

By applying the linear regression, polynomial regression, spline regression and B-

spline regression to the real model of the unemployed number in Maramures, the 

generated results may be interpreted as follows: 

1. The validity of the model: the spline regression and B-spline regression models 

are valid because they have the regression line closer to the observed values. Their 

validity alternates depending on the choice of the model‟s degree of freedom, i.e. 

the number of internal knots. The function implemented in R, Regression, uses 

the same number of intermediate knots (five) for both models. For one internal 

point (df = 3, respectively df = 5), the B-spline regression is valid. 

 
Figure 2. The code of the spline regression and B-spline regression with five internal 

knots (df=7, respectively df=9) 

 

 
Source: author's view 
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2. The relevance of the equation: The spline and B-spline regressions are the 

models which have the estimated equations with a high degree of confidence; these 

models alternating if a different number of degree of freedom is chosen.  

3. The level of significance: all four regressions state that the relationship between 

the number of unemployed and the period of time is significant, with greater 

significance in the case of the spline regression. 

4. The residue: the spline and B-spline regressions ensure a variation of the 

theoretical dependent errors which is smaller than the observed dependent one. 

5. The predictions: the spline and B-spline regressions are more accurate in the 

case of predictions for independent values X within the range of observations, for 

example if the number of unemployed in a given year located between 2000 and 

2015 is not known. To follow the future evolution of the unemployment, the spline 

and B-spline regressions tend to generate false values, unstable results outside the 

range of given values. 

The spline and B-spline regressions prove a higher tracking power of trends 

resulted from empirical data, and provide better tracking of the evolution of data 

over time. Although the spline regression is a useful approach in describing the 

economic evolution of the studied event, there are pros and cons, depending on the 

researched topic and the desired results. 

The researcher can apply the implemented function Regression.R to his own 

phenomena to generate the regression results. 

  

Conclusions 

Correct assessment of the evolution of annual unemployment is a constant concern 

for economists. Regressions are relatively easy to create and apply models giving 

very good results in estimations.  

In this paper we apply regression techniques in employment analysis and we 

compare the results in the case of Maramures County.  

The dataset comes from AJOFM and consist of the last 16 years (2000-2015) and 

the number of unemployed corresponding to these years. From this dataset we 

observe that after an increase of the number of unemployed in the crisis years 

(2009-2010), the number of unemployed decreases in time (2011-2015).  

The graphical representation shows that the data is oscillating.  

A linear or polynomial regression will not efficiently generate the evolution of the 

unemployment. Only in 2002 and 2011 are the estimations of the unemployed 

number closer to the observed values. The tails are less reliable than the central 

portion.  

A spline and B-spline representation will fit the given data more accurately due to 

their flexibility in knots. The B-spline regression provides the best information 
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about the evolution of the unemployed because B-spline knots are not restricted at 

the ends.  

For investigations which include future prediction of the unemployment, we can 

use linear regression. In 2016 the number of the unemployed is estimated to be 

5865. For investigations which include the evolution of the unemployment in past 

years, we can use spline and B-spline regression because they fit well the observed 

data. Setting five interior knots automatically selected by R: 2002.5, 2005, 2007.5, 

2010, 2012.5, the entire interval is split into 6 sub-regions which can offer a better 

analysis of the unemployment trends in Maramures. Applying 

Regression(X,Y,p) with p=2012,2012.1,…,2012.5 we obtain the 

unemployment evolution in the fifth sub-region.  

Thus, the implemented function Regression unifies the regression results. Its 

application only requires entering data and using several commands calling the 

function R. The graphic helps with observing the phenomenon. The challenge lies 

in interpreting the results. Spline and B-spline regressions explain the phenomenon 

within X very well and prove a higher power of tracking the trends.   
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Appendices 

 

Appendix A. The interpretation of the results generated by the implemented R-

function Rgegression.R 

 

Fig.A.7. The steps of reading the yearly unemployed number from the file 
UnemployedEvolution.txt 

 
Source: own results generated by Regression.R function 
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Fig.A.8. The polynomial regression results for assessing unemployment  

 
Source: own results generated by Regression.R function 

 

Fig.A.3. The predictions generated by the four regressions for the independent 

variable x = 2011 

 
Source: own results generated by Regression.R function 
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Fig.A.4. The predicted intervals in which theoretical value in 2011 is located, 
with a probability of 95% 

 
Source: own results generated by Regression.R function 

 

Fig.A.5. Comparing the residue generated by the four models 
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Source: own results generated by Regression.R function 

 

Fig.A.6. The R-squared in the case of regressions for the annual number of 

unemployed 

 
Source: own results generated by Regression.R function 

 
Fig.A.7. The standard errors of the estimates given by the regressions  

 
Source: own results generated by Regression.R function 
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Fig.A.8. The exact level of significance given by the regressions regarding the yearly 

number of unemployed 

 
Source: own results generated by Regression.R function 

 

Fig.A.9. The predicted regressions value for x=2016 

 
Source: own results generated by Regression.R function 

 

Apendix B. Sample R code  

 
The source code of the linear regression computation - excerpt 
Regression<-function(X,Y,p) 

{ 

library(splines) 

cat("################################################","\n") 

cat("0. DATA INPUT:","\n") 

cat("X=",X,"\n") 

cat("Y=",Y,"\n") 

cat("p=",p,"\n") 

cat("\n") 

cat("################################################","\n") 

cat("I. LINEAR REGRESSION:","\n") 

cat("\n") 

cat("I.1. The linear regression COEFFICIENTS are: \"Intercept\"&\"X\"","\n") 

CoefLinearRegression<- lm(Y~X) 

print(CoefLinearRegression) 

cat("Summary:","\n") 

print(summary(CoefLinearRegression)) 

cat("\n") 

cat("I.2. The PREDICTED linear regression values are:","\n") 

LinearRegression<-predict(CoefLinearRegression) 

print(LinearRegression) 

cat("\n") 

cat("I.3. The PREDICTED linear regression value for x=",p," is:","\n") 

ylinearRegression<-

CoefLinearRegression$coefficients[1]+CoefLinearRegression$coefficients[2]*p 

print(ylinearRegression) 

cat("\n") 
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cat("I.4. The linear regression RESIDUALS are:","\n") 

ResidualLinear<-Y-LinearRegression 

print(ResidualLinear) 

PlotDataLinear<-plot(X,Y, main="The REGRESSION reprezentations", 

xlab="Independent Variable", ylab="Dependent Variable") 

points(X,Y,pch=20) 

PlotLinearRegression<-abline(CoefLinearRegression,col=28) 

cat("\n") 

cat("################################################","\n") 

… 

The source code for computation of the residuals and its frequency - excerpt 
… 

cat("Conclusion 3. Residuals: The residuals regressions values are:","\n") 

cat("\n") 

for(i in 1:length(X)){ 

ResidualLinear[i]<-Y[i]-LinearRegression[i] 

residualP[i]<-Y[i]-ypolyRegression[i] 

residualS[i]<-Y[i]-ysplineRegression[i] 

residualBS[i]<-Y[i]-yBsplineRegression[i] } 

table2<-data.frame(ResidualLinear,residualP,residualS,residualBS) 

colnames(table2) <- c("Linear","Polynomial","Spline", "B-spline") 

print(table2) 

#the smallest positive error: 

mini<-numeric() 

for (i in 1:length(X)){ 

mini[i]<-

min(abs(ResidualLinear[i]),abs(residualP[i]),abs(residualS[i]),abs(residualB

S[i]))} 

#print(mini) 

cat("\n") 

cat("The regression which has the smallest error is:","\n") 

smallestErr<-vector() 

for (i in 1:length(X)){ 

if (mini[i]==abs(ResidualLinear[i])) {smallestErr[i]<-("Linear regression")} 

else if (mini[i]==abs(residualP[i])) {smallestErr[i]<-("Poly regression")} 

else if (mini[i]==abs(residualS[i])) {smallestErr[i]<-("Spline regression")} 

else if(mini[i]==abs(residualBS[i])) {smallestErr[i]<-("B-spline 

regression")} 

} 

print(smallestErr) 

…} 

 

 


