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Abstract 

In the area of logistics management both managers and engineers rely primarily on proven computational 

algorithms, for this reason, it is often difficult to convince them to the use of artificial neural networks in solving 

decision problems. The paper presents the possibilities of using the FANN library in building of a computer 

application applied in the area of logistics. The possibilities of the component are presented on the example of 

applications of artificial neural networks to estimate the capacity of transport vehicles based on their dimensions. 

The example presented in the work was solved with the use of a multi-network Layered Perceptron. The 

example depicted not only the possibility of using artificial neural networks for solving poorly structured tasks 

but also practical application of the TFannNetwork component. 
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1 Introduction 

The use of artificial neural networks is an alternative solution to the decision-making 

problems in many areas of activities taken by managers and engineers. The developed 

decision models with use of artificial neural networks can be multidimensional. This allows 

their creators to take into account a lot of input and output variables by mapping of very 

complex non-linear dependencies. Given not only the complexity of decision-making 

processes but also taking into account the need for mapping of complex mathematical 

functions the need to use modern tools, which are able to solve such problems, seems to be 

indispensable [1], [2]. 

The paper presents the possibility of using artificial neural networks to build a computer 

application used to solve one of the problems associated with the widely understood logistics 

management. 
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Logistics management includes management areas related to the movement of materials from 

the source to the user of finished products. It takes into account both the elements of planning, 

integrating and coordinating, as well as control activities in the field of logistics, so that 

markets are supplied in the most efficient, in terms of cost, ways [3]. It can therefore be 

assumed that logistics is an activity supporting all deliberate process, to the extent that the 

measures necessary for the implementation of the manufacturing and service tasks were 

available in sufficient quantity, quality and at the right time and place [4]. Transport is 

obviously an integral part of the logistics process, since it is the activity of the planned 

movement of goods and persons [5]. The concept associated with the transport is freight 

forwarder. It is the business organizing shipment of goods on behalf of the legal entity or 

natural person connected to the execution of additional activities that arise from the nature of 

the given order [6]. 

Civil engineering as a field of science lets us shape natural environment which surrounds us 

according to our needs. This science combines the skills of designing, constructing and 

maintaining buildings. Civil engineering is associated with a number of engineering 

specializations, including transport engineering. For this reason, transport issues are also 

indirectly connected with civil engineering. 

Due to the wide range of activities in companies in the implementation of tasks related to 

transport and freight forwarding modern decision support systems may appear to be very 

helpful. They allow the decision-maker not only to use the data and models for recognition 

but also to understand and formulate the problem [7]. They also help to create solutions, 

enable both multi-forecasts and analysis of their effectiveness, necessary to evaluate variants 

and choice of the optimal variant. The purpose of decision support systems is, however, 

primarily the support of the reasoning process, not its elimination [7], [8]. In practice, in the 

case of unstructured or poorly structured tasks, it may be reasonable to use artificial neural 

networks in decision support systems [9]. 

One of the main advantages of artificial neural networks is the fact that they do not require 

programming. This means that the created network, by using appropriate algorithms, learns 

by itself automatically. The role of the application user is limited only to the design of such 

structure of the network that will be best to solve the given problem and then to the skilful 

guide of the network  learning process. In a standard computer application the smallest 

mistake can lead to malfunction of the application, data loss and other problems. As far as the 

neural networks are concerned even in case of serious damage, they still work [10]. 

It seems that in the logistics understood as a broad field, it is possible to find a lot of problems 

that can be solved with the use of the so-called soft methods of analysis, including artificial 

neural networks and fuzzy logic [11], [12], [13].  

The article presents the possibilities of using TFannNetwork component based on Fast Artificial 

Neural Network library (FANN) in version 2.0 for the construction of a computer application 

supporting decision-making processes within the activities related to the wider transport. 
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2 FANN Library Characteristics 

Fast Artificial Neural Network library (FANN) is an open-source project that implements a 

multi-layer one-way neural network networks with support for both full and weakly 

connected networks [14]. FANN is easy to use, comprehensive, well documented and fast in 

acting [15], [16]. There are links to over 15 programming languages, including Delphi 7 

program. 

TFannNetwork is a component of Delphi (created by Pereira Maia) that connects the 

application with FANN library. Undoubtedly it is not necessary to install TFannNetwork to 

use FANN in Delphi but the component makes the library more friendly for Delphi 

environment [14]. 

TFannNetwork component has the ability to set (from the application level) nine basic 

properties thanks to which the user can rapidly create a simple application that uses artificial 

intelligence. These properties can be set directly on a permanent basis in ObjectInspector or 

changed at run-time of application software using the appropriate procedures (functions). 

These properties include, among other, the following issues [16]: selection of the activation 

function of the hidden layer (ActivationFunctionHidden option) and output layer 

(ActivationFunctionHidden option); determination of the value of the coefficient that controls 

the connections number within the network (ConnectionRate option); construction of the 

network structure, i.e. determining the number of hidden layers and the number of neurons in 

each of them (Layers option); determining the value of inertia ratio (LearningMomentum 

option); determining the value of the learning rate (LearningRate option); the choice of 

learning algorithm (TrainingAlgorithm option). 

TFannNetwork component however,  does not allow its users to set the value of the steepness of 

the activation function, hence the value of the parameter s (steepness). During the creation of a 

new network, its value is automatically set to 0.5. Of course,  getting or setting of this parameter 

for the hidden layers and for the output layer can be implemented with the use of functions and 

procedures available from the FANN library level such as 

fann_get_activation_steepness_hidden function function or 

fann_set_activation_steepness_hidden procedure [14]. 

Undoubtedly, an important advantage of the library discussed is the fact that the product 

belongs to an open-source type and yet both the library itself and the discussed component 

have quite professional and concise documentation [14]. According to the authors of the 

TFannNetwork component is ideal not only  for testing or comparing the results obtained with 

other programs (eg. Statistica or Matlab) but also for teaching applications presented, for 

instance, in this work. 
Unfortunately the FANN library and thus the discussed component currently enable only one-

way network implementations [14]. In fact, from the authors previous experience results the 

fact that, in the majority of cases occurring in engineering practice, the above implementation 

is sufficient [17], [18]. 
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3 Example of Evaluation of Wheeled Vehicles Capacity with the Use of 

Artificial Neural Networks  

The paper presents the possibility of using artificial neural networks to evaluate the capacity 

of transport vehicles based on their dimensions. Organization of cargo depends on the owned 

fleet, especially on its capacity. In time of war or other emergency situations it may happen 

that the post holder (manager, etc.), responsible for organizing the evacuation of people and 

property, will have to quickly estimate the capacity of not only  owned, but most of all 

obtained from the national economy, means of transport. It seems that prepared in advance 

decision support systems using artificial neural networks may appear to be of great help in the 

above mentioned emergencies. 

In this work only six hypothetical wheeled vehicles, that did not have trailers or semi-trailers, 

were analyzed (Table 1) [19]. In the analyzed regression task the aim was to estimate the 

value of continuous output variable, when the input variables values are known. Regression 

problems are represented by sets of data, in which the output variable is not a nominal 

variable but is of numeric character [20]. 

In the analyzed case the learner vector V consisted of four arguments V = {L, W, H, C}. The 

first three arguments are independent (input) data, such as the length L, width W and height H 

of the vehicle. The fourth argument was vehicle capacity C as the dependent (output) data 

[18]. 

Both the independent and the dependent variables had to be scaled, as in case of the logistic 

function the neuron output value is always in the interval (0, 1), whereas the range of input 

values, for which the function is sensitive, is slightly larger than the interval (-1, +1 ) [20]. 

These values were scaled linearly according to the equation (1) [18] and are shown in Table 1, 

using them for learning and validation of the neural network. 

 
MinMax

MinOV
SV




 , (1) 

where SV is the scaled value and OV is the original value of the considered dimension. In 

contrast, Min is the smallest value and Max is the largest value among the analyzed data set. 

In this task they reached respectively 0.9 and 24 value. 

In an extreme situation, where we have a very small number of cases (patterns), the test group 

can be omitted [21]. It was therefore decided to divide the data only into learning and 

validation sets in a ratio of 2:1. Parameters, that described the quality of the network, were 

errors of prediction for cases of learners and validation groups. It was important that 

validation errors were significantly larger than the learning errors, since this symptom 

indicates weak generalization ability of the network. If the network begins overfitting, which 

means that it is too well adapted to the learning data, there occurs growth of validation errors 

while further reducing the learning error. [21] 

The division of the available patterns (6 cases) into the training and validation sets took place 

at the beginning of the process of network learning, based on the so-called bootstrap sampling 

type, the procedure described in the instructions of STATISTICA Neural Networks program 
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[20]. Firstly, two cases for the validation set were drawn randomly without replacing. Then, 

the remaining four cases were drawn randomly with bootstrapping (i.e. with replacement). It 

was assumed that the learner subset had twelve cases because there was a double number of 

all patterns adopted. This was possible since the draw was randomized with replacement, so 

the subset could be arbitrarily large. In the standard procedure [20] a test subset was created 

from cases that remained after the "bootstrap" procedure. However, since in our case, the set 

was not created, these cases were automatically placed on the training set, in place of the last 

drawn. 

 

Table 1:  Vehicle parameters [19] used for testing and variables used in the learning and validation process 

Vehicle 

number 

Vehicle parameters Values of used variables 

length (m) width (m) height (m) 
capacity 

(T) 
L W H C 

1 3.6 1.8 1.7 1.5 0.117 0.039 0.035 0.026 

2 3.6 1.7 1.7 0.9 0.117 0.035 0.035 0.000 

3 5.2 2.3 2.3 3.0 0.186 0.061 0.061 0.091 

4 6.0 2.4 2.6 2.5 0.221 0.065 0.074 0.069 

5 7.8 2.4 2.4 8.0 0.299 0.065 0.065 0.307 

6 13.6 2.4 2.7 24.0 0.550 0.065 0.078 1.000 

 

The calculations presented in this paper were performed with the use of proprietary software 

created by the authors using in Delphi 7 TFannNetwork component (Fig. 1). 

 

 

Figure 1: Window of proprietary computer application implementing network learning process and 

recording changes of RMS error value during learning and validation [18] 
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As a result of analysis, it was decided to adopt a Multi Layered Perceptron (MLP) network of 

the structure 3:3–3–3:1 (Fig. 2). The number of neurons in the hidden layer is limited to three 

in order to avoid the so-called overfitting. This phenomenon occurs during training time and 

relies in excessive matching of network to learning points (memorizing), which causes 

incorrect operation of the network for other data. 

 

Input layer 

Output layer

Perceptron layer

 

Figure 2: MLP network structure adopted for the analysis 

 

In the calculations the maximum number of epochs equal to 1000 was assumed. At the same 

time to the analysis sigmoid activation function of hidden layer and output layer 

(fann_sigmoid function) and fann_train_batch learning algorithm were adopted. This is a 

standard back propagation algorithm, which updates the weights of neurons after calculating 

the mean square error (MSE) for all training sets (in one iteration) which means that the 

weights are updated only once every epoch [14]. It follows that the mean square error is 

calculated here with greater precision than in the standard method (fann_train_incremental 

procedure) [14]. The value of inertia ratio (LearningMomentum option) was 0.01, whereas the 

value of learning rate (LearningRate option) equalled 0.3. The value of the rate controlling the 

number of connections within the network (ConnectionRate option) was assumed at the level 

of 1. 

The adopted in the modeling process network structure (architecture, activation function of 

hidden neurons and learning algorithm) was characterized by the lowest error value Root 

Square Error (RMS) [14]. It is calculated by summing of squared errors of the individual 

components, dividing that sum by the number of included n elements and the designation of 

the square root of the ratio calculated as: 





n

i

ii ba
n

RMS
1

2)(
1

,                                                (2) 

where: a is the value of a learning variable, whereas b is the answer of MLP network. 
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Figure 3 presents the error values changes of Root Square Error (RMS) during learning and 

validation of MLP network, in successive epochs of learning with the back propagation 

algorithm (fann_train_batch). RMS error value with the progress of learning decreases and 

the observed convergence of error values for a validation and learning set certainly proves the 

correct course of the learning process. 

 

 

Figure 3: The course of changes in the RMS error during training and validation of MLP network  

in successive epochs with the learning error back-propagation algorithm 

 

While assessing the network model, particular attention should be paid to two factors, i.e. the 

deviation ratio and correlation. The quotient of deviations is a measure which always takes 

non-negative values. In a very good model the measure reaches the value from 0 to 0.1. If the 

measure is greater than one, then the use of the constructed model is not justified, because a 

more accurate estimate of the dependent variable value is the arithmetic mean determined on 

the basis of the training set. The correlation is a measure that takes values between 0 and 1, 

wherein the higher the value the  better the quality of the model [22]. 

The results of parameters calculations of the output variable regression in the model based on 

MLP network learnt with back-propagation algorithm were as follows: the average value – 

6.558, the standard deviation – 7.478, the mean error – 0.092, the standard error deviation – 

0.768, the deviation ratio – 0.103 and the correlation – 0.998. 

The presented regression characteristics were designated for all sets at the same time (i.e. for 

the learner and validation set). On the basis of the variable value, there were regression 

characteristic specified, out of which the most important was the standard deviation ratio [23]. 

It is determined by the quotient of the standard deviation of the prediction error and standard 

deviation of the output variable [20]. This quotient is the main indicator of the quality of the 

constructed model, since it indicates the degree of prediction accuracy. 

It seems that particularly the quotient value of deviation and correlation confirm the quality of 
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the created MLP model. The quotient of the standard deviations (errors and data) for the 

created set (the learning and validation subsets) reached the value of 0.103. The standard 

deviation of the data (appearing in the denominator of the ratio) is defined for the data to be 

analyzed both in the learning and validation process. The relatively low value of the quotient 

indicates a small value of standard deviation of errors (located in the numerator of the 

quotient) in relation to the deviation of actual data [23]. For this reason, this value can be 

considered as satisfactory ratio. The correlation coefficients between the actual values and 

those determined according to the MLP network for the created set also reached a very good 

value, i.e. 0.998. 

4 Conclusion 

Currently, artificial neural networks are a tool not widely used by engineers. Using artificial 

neural networks in order to evaluate the capacity of means of transport is definitely an 

innovative solution. Especially important for scientific reasons was the method of modifying 

data and choice of neural network architecture. Presented in the work FANN library was only 

an alternative to the use of commercial tools based on artificial neural networks. The analysis 

carried out on the described case enables not only presenting of the advantages of using 

artificial neural networks for solving poorly structured tasks but also presenting the possibility 

of using TFannNetwork component itself. The implementation of the developed and learned 

in the above way network, in author’s decision support systems, is very simple and should not 

pose any major problems for those who deal with programming in Delphi only in an 

‘amateurish’ way. Undoubtedly, that implementation in network applications created in 

professional programs, such as "Statistica Neural Networks" is also possible [20] but it 

requires from the programmer much more skills, as well as an additional license, e.g. for a 

product of StatSoft Poland Ltd. It seems, therefore, that the possibility of TFannNetwork 

component introduction was entirely valid. Due to its simplicity it seems that it should be 

widely used by engineers and managers to solve problems requiring the support of artificial 

intelligence and which cannot be easily solved in a logarithmic space. All tasks related to the 

wider civil engineering [24], [25], [26] or logistics [27], [28] undoubtedly belong to such 

class of problems. Knowledge of the FANN library itself can greatly facilitate the use of 

neural networks, but of course this library obviously still needs to be refined in  many details 

[14]. It seems, however, that in the future may it become a fully professional product, as well 

as other open-source software products. 
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