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Abstract. Statistics is the science of collection, summarizing, presentation and
interpretation of data. Moreover, it yields methods used in the verification of
research hypotheses. The presence of a statistician in a research group remark-
ably improves both the quality of design and research and the optimization
of financial resources. Moreover, the involvement of a statistician in a research
team helps the physician to effectively utilize the time and energy spent on di-
agnosing, which is an important aspect in view of limited healthcare resources.
Precise, properly designed and implemented Computerized Clinical Decision
Support Systems certainly lead to the improvement of healthcare and the qual-
ity of medical services, which increases patient satisfaction and reduces financial
burdens on healthcare systems.

Introduction

Statistics is the science of collection, summarizing, presentation and
interpretation of data. Additionally, it yields methods used in the verifica-
tion of the research hypotheses. In medicine, statistics is mainly used in:
medical practice (so-called hospital statistics), management of medical ser-
vices (e.g. epidemiology of diseases), and clinical medicine (e.g. assess-
ment of the accuracy of measurements and the quality of diagnostic tests)
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(Szydlo, 2005). Nowadays, for medical practitioners, a biostatistician is
a partner who ensures the correct design of experiments, analyses, result
interpretation, and hypothesis verification. Furthermore, they make a con-
tribution to the development and performance of new diagnostic methods,
which enable an improvement of the quality of medical care. Participation
of a statistician in a research group has a significant impact not only on
the quality of planning and implementation, but also on the optimization
of the related financial expenditures. Moreover, time and energy are saved,
which is important for healthcare systems. Another aspect of this cooper-
ation is the opportunity to create new methods and solutions to problems
arising in clinical practice (Dobbson, 1983; Szydlo, 2005). The best example
of such a collaboration is the so-called Computerized Clinical Decision Sup-
port Systems — CCDSS (Garg et al., 2005; Hughes, 2009; Sim et al., 2001).

Clinical Decision Support Systems, in which various types of infer-
ence methodology are employed, have been widely and extensively used
in many fields of medicine (Berlin et al., 2006; Eom et al., 2008; Ka-
wamoto et al., 2005; Lindgaard et al., 2009; Montgomery et al., 2000;
Reisman, 1996; Tierney, 2001). Classical statistical methods (Multivari-
ate Logistic Regression, Discriminant Analysis, Bayes’ Classifiers or k-
Nearest Neighbors), Data Exploration Techniques and Artificial Intelli-
gence, including Neural Networks, Fuzzy Logic, Bayes’ Networks, Sup-
port Vector Machines, and Classification and Regression Trees are em-
ployed in the process of design and implementation (Abdala & Saeed, 2004;
Arif et al., 2010; Bagley et al., 2001; Chen et al., 2009; Forsstrom & Dal-
ton, 1995; Huang et al., 2009; Ji et al., 2009; Lisboa & Taktak, 2006;
Long et al., 1993; Pavlopoulos et al., 2004; Polat & Giines, 2006; Ver-
plancke et al., 2008; Zupan et al., 2001). Among others, these techniques and
methods are intended to support the process of performing screening tests,
the clinical decision-making process (laboratory procedures are also taken
into account), the therapeutic process (including dosage of medications and
pharmacoeconomics), and management of the healthcare system in the area
of chronic diseases (Berlin et al., 2006; Glaser, 2008; Lenz & Reuchert, 2007;
Tierney, 2001). Estimations show that after implementation, CCDSS gen-
erally improved the quality of healthcare in the area of clinical practice
by 60-70% (based on the cases subjected to analysis) and the quality of the
management system for chronic diseases by approx. 60%; moreover, thanks
to CCDSS, the quality of pharmaceutical systems improved by over 65%
while patient satisfaction grew remarkably. The essential problem, both in
terms of clinical procedures and economics, is assessment of the risk re-
lated to adverse event occurrence (such as hospitalization or death). On av-
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erage, the implementation of Clinical Decision Support Systems reduced
the risk of misdiagnosis by 16% (Bairstow et al., 2010; Durieux et al., 2000;
Garg et al., 2005; Haynes & Wilczynski, 2010; Kawamoto et al., 2005;
Sintchenko et al., 2005; Thursky et al., 2006).

Clinical Decision Support Systems

In most of the currently existing healthcare systems, for any patient,
both clinical decisions and therapeutic processes are highly complex (Lenz
& Reuchert, 2007; Tierney, 2001). The decision-making process presented
in Figure 1 is inherently associated with the limitations imposed by the
healthcare system, the clinical environment, the available information, pa-
tient preferences, medical personnel preferences, and preferences of the per-
son who manages the medical establishment (Lenz & Reuchert, 2007; Leslie
& Denvir, 2007).

Patient’s

Data data Data
Interprétation Interpretation
/" Diagnostic ‘ Therapeutic |
Process | \ Process
\—'—\/ Risk assessment =
Decision Process
Diagnostic cycle Therapeutic cycle

Figure 1. Decision Making Process Diagram (Risk Assessment) covering
patient information and both the diagnostic and therapeutic cycles

On the one hand, clinical conditions include the nature, intensity, and
complexity of a problem (case) subjected to analysis whereas, on the other
hand, they also include the healthcare policy and the economic regime im-
posed on a clinical medicine specialist by a given institution. Patient pref-
erences are perceived as the most important in the situation when further
proceedings are not clearly defined in the decision-making process (there
are many ways to make decisions about diagnostic methods and medical
treatment). Under such circumstances, patient satisfaction and the quality
of their life after treatment must be taken into account. Finally, the de-
cision must also take into account the social and financial limitations of
a patient and consider the economics of diagnostic and therapeutic proce-
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dures (Bates et al., 2006; Berner, 2009; Dolan, 2008; Hardy & Smith, 2008;
Lin et al., 2009; Wennberg, 1988). The optimal clinical decision process is
carried out according to the following order of actions:

— Establishment of diagnosis,

— Selection of the optimal therapy respective of the current guidelines,
instructions, and data outsourced from professional publications (the
principles of Evidence Based Medicine),

— Correct application of medical treatment (observance of guidelines,
meeting deadlines, and medication dosage),

— Monitoring of therapeutic effects, including side effects,

— Modification of treatment, if any.

A very important aspect of the healthcare system is the possibility of
making an incorrect decision. Incorrect decisions result from deficiency of
information on a particular patient (situation) at a specific moment, in a spe-
cific environment, and can result from uncertainty related to the available
data (measurement errors, false positive or false negative results, etc.). In or-
der to reduce the risk of occurrence of an incorrect decision to a minimum,
a new paradigm of healthcare is proposed in professional publications and
in medical management systems. According to it, formation of multidisci-
plinary teams of clinical medicine specialists, medical personnel and bio-
statisticians, and/or biomedical engineers is proposed. The main purpose
of actions taken by such teams is to optimize the decision-making process,
taking into account not only the clinical environment but also patient sat-
isfaction and the quality of their life. The expected effect of the team’s
work is an improvement in the functioning of the healthcare system and
in the long-term prognosis of the patient’s treatment. These are yielded by
the developed patterns of proceedings and CCDSS (Bairstow et al., 2010;
Kawamoto et al., 2005; Tierney, 2001). The fact that many healthcare
systems have already developed effective emergency management methods
(acute services), yet can hardly keep up in cases of chronic conditions, is also
of certain importance (Young et al., 2007).

Definition, Structure and Examples of CCDSS Applications

CCDSS systems are variously defined in professional publications. Ac-
cording to Musen (1997), they constitute any fragment of software that
enables an analysis of information pertaining to current clinical situations
and presents conclusions (guidelines) for a clinician as output information.
Berner (1999) defines such systems as a computer algorithm collaborating
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with a clinician in the clinical decision-making process at selected phases of
inference (in practice, such systems are commonly known as expert systems).
The input data includes clinical symptoms, results of laboratory tests, and
image-derived data. The output data constitutes diagnostic and therapeutic
guidelines. A CCDSS database contains collected and well-structured knowl-
edge dealing with particular clinical problems (the data is outsourced from
experts), while the inference mechanism is a computer algorithm processing
input data, taking into account database information. How knowledge is rep-
resented and processed determines both the structure and utility of CCDSS
(Guilan et al., 2008).

Typical uses of CCDSS include (Berlin et al., 2006; Birkmeyer et al.,
2001; Lenz & Reuchert, 2007; Levy & Linker, 2008):

— Improvement of the quality of processes of medical data collection
through minimization of data deficiencies and reduction of time com-
plexity, which contribute to a more efficient decision-making process,

— Improvement in the monitoring of therapeutic processes and patients’
current health condition through presentation of data in a clear and
consistent manner,

— Provisions of specific pieces of information required to assess patients’
health condition on a day-to-day basis or through generation of alert
messages when the assumed value limits or parameters under observa-
tion are exceeded (for example, at Intensive Care Units),

— Analysis of discrepancies between the current therapeutic processes and
guidelines, as well as instructions, including contraindications and in-
teractions between particular medications,

— Supervision over the planned actions and reminding the medical per-
sonnel of the necessity of their implementation,

— Assessment of the risk of disease development and pharmacoeconomic
analysis.

Depending on the model, the method of knowledge representation and the
inference mechanism employed, various types of CCDSS exist.

Logistic Regression and Discriminant Analysis are very popular statisti-
cal methods, employed extensively in medical research. Logistic Regression
is a statistical model that enables an analysis of the impact of many vari-
ables (both quantitative and qualitative) on a single dichotomic dependent
variable (for example, the event of hospitalization or death). Moreover, from
the perspective of a clinician, such a model helps to estimate the probability
of occurrence of an event defined by a dependent variable (in other words,
for example, the risk of death), while the Discriminant Analysis method
makes it possible to make decisions in which variables included in the pro-
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cess of classification of a group of cases (patients) into predefined subgroups
are important (Bagley et al., 2001; Rausch & Kelley, 2009). In one research
project (Wang et al., 2004), the Logistic Regression method was used for
the clinical decision process concerning SARS cases and Patient Assessment
System was developed, based on the results of laboratory tests and clinical
symptoms (12 points in total). The model was compiled based on an anal-
ysis of 175 patients suffering from SARS (diagnosed) and then tested on
232 other patients (60 evidenced cases of SARS and 172 control persons).
With a defined cutoff value of 6 points, a detection sensitivity of 100% and
a detection specificity of 93% were achieved. Logistic Regression was also
used in the analysis of 30-day survival outcome in a group of 2,500 patients
suffering from heart failure. The area under ROC curve (0.734) was the
largest in comparison with Neural Network and k-Nearest Neighbors algo-
rithms (Philips & Street, 2005). Similarly, based on an analysis of a group
consisting of 672 patients suffering from chest pain, an assessment of the
risk of coronary heart disease was developed and the following results were
achieved on a validation group (774 patients): a detection sensitivity of 86%
and a detection specificity of 47% (Gencer et al., 2010). The Discriminant
Analysis method was also employed to determine mortality outcome factors
in a group of 67 patients suffering from idiopathic cardiomyopathy (Mar-
ti et al., 1997). The achieved quality of classification was 82%. Moreover,
Discriminant Analysis as well as (multinomial) Logistic Regression was used
in a group of 3,566 patients hospitalized after cardiac infarction in order to
determine the variables that enable an estimation of the time between the
moment at which cardiac infarction symptoms appeared and the moment
of arrival at a hospital (Hossain et al., 2002). The average quality of classi-
fication was 62.4%.

The use of Artificial Intelligence (AI) for CCDSS includes, among oth-
ers, Artificial Neural Networks, Fuzzy Logic, Neuro-Fuzzy Systems, Bayes’
and Semantic Networks, Classification and Decision Trees, and Support
Vector Machines (SVM), or various types of data clustering methods. Ar-
tificial Neural Networks (ANN), one of the most potent branches of Al,
are mathematical models performing calculations by means of elements
known as artificial neurons, connected with each other by synapses, rep-
resenting contact weights (acquired in the process of learning and reflecting
the acquired knowledge) (Ajith, 2005). An example application of ANN
in 1-year survival outcome of 96 patients suffering from heart failure, based
on clinical and echocardiographic data, enabled the development of a pre-
diction model, with a classification quality of 90%, a sensitivity of 93%,
and a specificity of 71% (Ortiz et al., 1995). In another project, the au-
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thors presented an application of the algorithm for k-means clustering and
neural networks in order to assess the risk of occurrence of acute coro-
nary syndrome and managed to develop appropriate decision rules (Shan-
takumar & Kumaraswamy, 2009). Neural networks were also used to pre-
dict the occurrence of brain stroke; the achieved qualification was 98%
(Shanti et al., 2009). A review of different structures and various types
of neural networks combined with data dimensionality reduction based
on principal component analysis, employed in cardiovascular disease pre-
diction, is presented by Raut and Dudul (2010). For the best network,
i.e. multilayer perceptron, an average classification quality of 97% was
achieved.

Support Vector Machine (SVM) is a classifier determining the process of
learning the optimal hyperplane, separating data belonging to two opposite
(various) classes, with possibly the largest margin of confidence. There are
several types of support vectors with various base functions: linear, poly-
nomial, radial, and sigmoidal. In one paper, ECG spectrum analysis was
presented (Jankowski et al., 2007), performed in a group of 299 patients suf-
fering from ventricular tachycardia and in a group of 77 healthy volunteers.
Using an appropriate signal filtration and an SVM classifier, a classification
quality of 95% was achieved, while Heart Rate Variability analysis with
the use of SVM, based on five features selected out of 15 (with the Dis-
criminant Analysis method), makes it possible to achieve a mean quality
of classification of 99% for 5 various arrhythmias (Asi et al., 2008). SVM-
based CCDSS was also used to detect heart ventricle contractility abnormal-
ity, based on Doppler echocardiography signal analysis, with the achieved
values of sensitivity and specificity of 94.5% and 90%, respectively (Co-
mak et al., 2007).

Other example applications include: the use of Ontology and Semantic
Networks (Colantonio et al., 2007; Ragab et al., 2004), Analysis of Prin-
cipal Components, Regression (Jilani et al., 2013), Fuzzy Logics (Seti-
awan et al., 2009), Possibility Approach, Bayes’ Networks, and Classification
Trees that enable the representation of uncertain knowledge in the form of
an acyclic digraph (nodes representing variables and arches representing
inter-node contacts) (Adams et al., 2008; Atoui et al., 2006; Fonarow, 2008;
Fonarow et al., 2005; Kurt et al., 2008; Mahesh et al., 2009). A sample pre-
diction model, with the use of Classification and Regress Tree (CART), for
the assessment of the risk of death in a hospital for patients suffering from
decompensate heart failure was presented by Fonarow et al. (2005). The
model was developed based on the results from a group of 33,046 patients
and verified on a group of 32,229 patients.
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The Effects of CCDSS Use in Clinical Practice

CCDSS provide medical personnel with appropriate and precisely de-
fined pieces of timely information; hence, they enable an improvement
in the quality of healthcare and medical services as well as an increase
in patient satisfaction. Furthermore, they reduce healthcare system costs
(Kawamoto et al., 2005). Kawamoto et al. (2005) presented a systematic
review of 88 professional publications related to CCDSS. 71 systems were
evaluated by 6,000 clinical medicine specialists. The group of patients was
composed of about 130,000 individuals. The implementation of 48 systems
out of those 71 (68%; 95% CI: 56-78%) remarkably improved the quality of
clinical practice. Moreover, an analysis of meta-regression led to the conclu-
sion that, when a Clinical Decision Support System is being designed, the
following 4 features are important in statistical terms:

— Automatic support provided to a clinician in the decision-making pro-

cess (OR = 112.1; p < 0.001),

— Support provided at the right place and at the right time (OR = 15.4;

p <0.05),

— Provision of specific guidelines (OR = 7.1; p < 0.05),
— Implementation of a computer-based system (OR = 6.3; p < 0.05).

Of the 32 analyzed systems satisfying the above requirements, 30 (94%;
95% CI: 80-99%) were found to improve the quality of clinical practice
to a huge extent. A systematic review of professional papers, covering the
appraisal of the impact of CCDSS on the quality of healthcare and the
long-term prognosis of treatment, was presented by Garg et al. (2005).
Of the 97 systems subjected to analysis, 62 (64%; 95% CI: 54-73%) con-
tributed to remarkable improvement of healthcare quality. This group in-
cluded 10 clinical decision support systems, the scope of which covered
decisions taken in the following areas: psychological disorders (remark-
able improvement observed) and psychiatric disorders (including depres-
sion), Acute Coronary Syndromes (remarkable improvement observed),
chest pain, ECG in Coronary Syndromes (remarkable improvement ob-
served), Acute Abdominal Cavity Pain and gastroenterology (remarkable
improvement observed). Aggregately, remarkable improvement of health-
care quality was achieved in 4 cases (40%; 95% CI: 17-69%). 37 systems
were used for the management of chronic diseases and preventive actions,
including: diabetes (screening tests included: remarkable improvement) and
cardiovascular diseases (including arterial blood pressure risk assessment:
remarkable improvement, risk of the occurrence of adverse heart events: re-
markable improvement, pharmacotherapy, and antiplatelet treatment). Re-
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markable improvement of healthcare quality was observed in 23 systems
(62%; 95% CI: 46-76%).

The frequency of misdiagnosis in cases of imaging were subjected to
analysis in a group of 423 patients examined by medical practitioners
in the following conditions: suspicion of pulmonary thromboembolism, di-
agnostics of bonelet injury, diagnostics of nephritic colic, and acute abdom-
inal pain not caused by trauma (Bairstow et al., 2010). Indeed, statistically,
the implementation of CCDSS remarkably reduced the number of incorrect
diagnostic and therapeutic actions, i.e. by 13%, 28%, 22%, and 17%, re-
spectively; on average, the reduction was 16% (95% CI: 13-20%; p < 0.001)
(Levy & Linker, 2008). In summary, in the case of ca. 67% (95% CI: 62—
71%) of CCDSS, the use of the systems in question results in remarkable
improvement of healthcare quality, including the reduced risk of an improper
clinical decision (Birkmeyer et al., 2001).

Conclusions

In order to minimize the risk of improper clinical decision making and
help guarantee proper analyses, correct interpretation of results, and ver-
ification of research hypotheses, the creation of multidisciplinary teams of
clinicians, medical personnel, biostatisticians and/or biomedical engineers
seems to be a sine qua non. Precisely and accurately designed and imple-
mented Computerized Medical Decision Support Systems enable the im-
provement of healthcare quality and medical service; they also increase pa-
tient satisfaction and reduce the burden on healthcare system.
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