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Abstract

This paper presents a fundamental difference betwegative semantics for
free logics and positive ones regarding the logiekdtions between existence
and predication. We conclude that this differerscthe key to understand why
negative free logics are stronger, i.e., they praware, than positive free
logics.
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1. Introduction

Classical first-order logic assumes that all siaguerms in the domain of quantification denote.
Free logics do not make such an assumption, asath@y the use of empty singular terms. This
means that in free logics one can assign a trutevaot only to non-empty-termed atomic
formulae, but also to empty-termed ones. The way dlssignment is done is the precise difference
betweenpositive free logics andhegative free logics. While in the latter all empty-termatbmic
formulae are false, the former allow some of therhe true [4]. Therefore, the distinction is mainly
semantic. It is important to note that “free” islaorthand for “free of ontological commitment”
regarding singular terms in farmal language. This means that not all singular terms: ifree
semantics must have an interpretation in a spegdinain of “existing” objects. The emphasis on
the formal character of the language is neededesiwe do not want to consider Russell, for
instance, a free logician. In other words, the ptangce of free singular terms in a natural language
does not make one a proponent of free logics.

A well-known inconvenient surrounding classicaldgicate logic is its inability to translate —
using only existential quantification, individuarins and identity — sentences like “Socrates does
not exist” without commitment to the existence aicf&tes. The most intuitive way of translating
the corresponding affirmative sentence is by medinke formula 3x(x=s)’ (informally: “there is
an x such thatx is identical to Socrates”), which happens to bealid formula in classical first-
order systems, as every singular term must deonateake the sentence true — assuming, of course,
that 's is an element of the interpreted language. Sin@e(x=s)’ is false under all interpretations,
those systems fail to provide an intuitive tranelatof the negative existential statements of
everyday talk, such as “Sherlock Holmes does nist’esr “Santa Claus does not exist”. Of course,
this incapacity does not rely upon a syntactic isgtllity to symbolize non-empty terms, but
rather on an assumed ontological commitment widmyebound variable. Surely, there are syntactic
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formulations of sentences including empty termsnam-free logics (see [5] and [6]), but such
formulations resort to more than just existentigugification, individual terms and identity.

On the other hand, free logics accommodate that kinnegative existential statements.
Usually, free logics employ a one-place predic&ig such that E!S is true if and only if § is
non-empty. EI" may be defined as follows:

Elt =g IX(X=t)

If a term S’ is non-denotative, ‘E!S' (informally: “s does not exist”) turns out true. This is
thecommon ground between positive and negative freestcs: a formula asserting the existence
of some object may be true or false dependingvbatherits singular term denotes. But when it
comes to assign a truth valteeatomic formulae of the formPt;...ty', where P’ is an n-place
predicate other tharE!” and ‘ty-...'ty’ are singular terms, the situation changes. Pasifree
logics allow some formulae of the forrRt;...ty’ to be true even when their singular term is
empty; negative free logicgu contraire assignthe truth-valuefalse to all formulae of the
form ‘Pt;...ty when their singular term is empty. One could ask to what eixteose negative
semantics are properly free, since they do not seebe suitable for treating some sentences
containing empty singular names (for instance,dicttalk). However, it is important to note
that they still allow individual constants and \aries without denotation, and this is precisely
what makes a logic “free”. Let us consider the sefical clauses forE!t’ and ‘Pt;...t," in both
families of free logics.

2. Semantics for Free Logics

Assume a usual first-order language ple§ and call itL. Let <D, I> be a pair wher® is a
possibly empty set anidan interpretation function such that: (1) for eauatlividual constant
of L, eitherl(t) € D ort is undefined, and (2) for eadkplace predicat® of L, I(P) <€ D". The pair
<D, I> is anegativemodel forL. A valuation functionV is a function from the set of formulae
of L to the set {T, F} of truth-values. Formulae of tfeem ‘Pt;...t,’ and ‘E!t’ are evaluated as
follows [4]:

o V(Pt;...t)) = T if and only ifl(ty), ..., I(tn) € D and 4(ty), ..., I(tn)> € I(P).
* V(E't) =T if and only ifl(t) € D.

Informally, the first clause says that a predicatar a relational sentence may be true
only if its terms denote. So “Sherlock Holmes idedective” and “Santa Claus wears a beard”
turn out false. The second only says that an exiistesentence like “Socrates exists” is true
only if the term “Socrates” is non-empty.

Positive semantics, on the other hand, are offgit-domain semantics. Assume the
same first-order languade Then take a domain and split it into twid; (the inner domain,
possibly empty) and, (the outer domain, necessarily non-empty).is an interpretative
function such that for each individual constamtf L, eitherl(t) €D; or I(t) €D,. The triple D,

D,, 1> is apositivemodel forL. A valuation functionV is a function from the set of formulae of
L to the set {T, F} of truth-values. Formulae of thmm ‘Pt;...t;’ and ‘E!t’ are evaluated as
follows [4]:

 V(Pt...t)) = T if and only if<I(ty), ..., I(tn)> € I(P).

e V(Et) =T if and only ifl(t) € D;.



So positive free logics have a weaker clause ferttth of formulae of the fornPt;...t;’
than negative ones, since they can be true eveoné of their terms refer. The second clause,
informally read, simply means that existence is Hame as being in the inner domain.
Informally put, “Sherlock Holmes is a detective’dafiSanta Claus wears a bearnhay turn
out true according to positive semantics. Membdrthe outer domain, understood as “non-
existing” objects, may belong to the interpretatminone-place predicates, as well as be an
element ofn-tuples that form the interpretation wiplace predicates (far> 1).

3. Lambert’s Square
Lambert [3, p. 135] argued that the classical pples of Specificationand Particularization

give rise to a square of opposition built not oolyt of quantified formulae, but out of non-
guantified ones as well. It looks like this:

VxPx ~Ps
A ——— comntrariety — K
subalternation contradiction subalternation
Y Y
I ——— subcontrariety ——— Q)
Ps Ax—-Px

Lambert correctly showed that the inferences fix®x to Ps and from~Psto Ix~Pxonly works
with an important presupposition — thatdenotes, or equivalently, thaax(x=s)’ is true. He chose
to consider the classical version of both prin@g@anply wrong and to weaken them as follows:

» SpecificationVxPx— (Els — Pg)
* Particularization: Ps— (E!s — 3IxPX)

Lambert’s square sets positive and negative frgedaequally apart from classical predicate
logic, as both deny the classical versiorspEcificatiorandParticularization substituting them by
the weaker versions presented above. When it camése logical relations between quantified
formulae and its corresponding instantiations, tpasiand negative free logics are closer to each
other than to classical first-order systems.

4. The Categories Square

In Aristotle’s treatiseCategories[1], there is an implicit square different from th@st-known
diagram implicit inOn Interpretation

‘Socrates is ill' is the contrary of ‘Socrates igliv Yet we cannot maintain even here that
one statement must always be true and the otheratways be false. For, if Socrates really
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exists, one is true and the other is false. B&oitrates does not exist, both the one and the
other are false. To say ‘he is ill' will be falsend to say ‘he is well’ will be false, if no
Socrates so much as exists. [...] To return to a#ftrom and negation. Of these we may say
in all cases that one must be false and one teutheébsubject existent or not. For, if Socrates
really exists, ‘he is ill' or ‘not il must be tey ‘he is ill' or ‘not ill' must be false. And the
same, if he does not exist. For, provided he do¢gxist, it is false to pronounce ‘he is ill’;
‘he is not ill’, however, is true [13b20-33].

This passage makes clear Aristotle’s position orptgnterms: any affirmation (affirmative
predication, of the form “S is P” or “S is not-Rijth a non-referring term is false, for its sentaint
negation (negative predication, of the form “Sag R”) will be true. By contraposition on “does
not exist, thers is notP”, we get “if sis P, thens exists”. The resemblance with negative free
semantics is clear. The following square is impiitithose lines:

sis P 5 does not exist
A ——— contrariety — E
subalternation contradiction subalternation
| / \ |
I —— subcontrariety ———— QO
5 exists sisnot P

Those logical relations between predicative andtertial sentences allow us to say that Aristotle
was a forerunner of negative free logics.

Once couched in first-order language, the imp#igiare of th€ategoriedooks like this:

Ps ~Jx(x=5)
A ——— contrariety —E
subalternation contradiction subalternation
| / \ |
I ———— subcontrariety ———— QO
Jx(x=%) ~Ps



None of those relations besides contradiction Iglva positive free logic. A positive free model
which falsifies contrariety, subcontrariety and altérnation can be easily constructed

Do = {s}
Di={}
1(P) = {s}

According to the clauses foPt;...t,;" and ‘E!t’ in positive semantics, we haw§Ps) = T
andV(E!s) = F. AsE!t =4 Ix(x=t), we also geW¥(3Ix(x=s)) = F. So a positive free logic does not
represent Aristotle’s stance on sentences contagmmpty singular terms.

A negative free semantics, on the other hand, leangerfectly the semantical ideas
expr?sed in th€ategoriespassage. All of the following are valid formula@ megative free
logics™

Ps| ~ax(x=s)

Ax(x=s) v ~Ps

Ps— 3ax(x=s)
~3Ax(X=s) — ~Ps

The proofs are trivial, and can be carried outdnjuctio ad absurdumAssume thaV (Ps|
~3Ax(x=s)) = F; then, V(P9 = V(~3ax(x=s)) = T. According to the clause foPt;...t,’ in negative
semantics, iV(~3ax(x=s)) = T, thenV(Ps) = F, which contradict¥(Ps) = V. SoPs| ~ax(x=s) is a
valid formula in negative free logic.

Assume thaV(3ax(x=s) v ~Pg) = F. ThenV(3x(x=s)) = V(~P9 = F. From the latter result we
haveV(~3x(x=s)) = T andV(Ps) = T, which is impossible under the clause'fer...t,’ in negative
semantics. Sa@x(x=s) v ~Psis a valid formula in negative free logic.

Assume tha¥/(Ps— 3Ix(x=s)) = F. Then we have(Ps) = T andV(3x(x=s)) = F. If V(Pg) =
T, then we have, according to the clause‘fr...t;’ in negative semanticsy(Ix(x=s)) = T,
which contradictd/(3x(x=s)) = F. SoPs— 3x(x=s) is a valid formula in negative free logic.

Assume thaV(~3x(x=s) — ~P9g) = F. Then we hav¥(~3ax(x=s)) = T andV(~Ps) = F. From
this result we havé/(Ps = V and V((ax(x=s)) = F. According to the clause foPt;...t, in
negative semantics, N(P9 = T, thenV(3x(x=s)) = T, which contradict§/((Ix(x=s)) = F). So
~3Ax(x=s) — ~Psis a valid formula in negative free logic.

Even though classical predicate systems are set aipen free logics in the context of
Lambert’s square, in the square drawn from AriststCategoriesthe situation is quite different.
We can easily see that the latter is satisfiedomby by negative free logics, but also by classical
predicate logic. As3ax(x=s)’ is true in all classical models3x(x=s)’ turns out false; it is clear
from these values that all first-order formulaeresponding to the relations expressed in the square
are valid in classical logic. A conclusion immedigitsuggests itself: when it comes to consider the
logical relations between atomic and existentiaimiolae (and their corresponding negations),
classical first-order logic is closer to negativesf logics than to positive ones.

5. Conclusion

To sum up, there is a fundamental sense in whigfathe free logics — rather than positive free
ones — more closely resemble classical predicaiie.ldheCategoriessquare, once understood in
the context of modern logic, appears as an impbsiaacture to show that families of positive free
logics are the weakest of the three families careid abovei.e. they prove less. As the adding of
‘E!t’ to Specificationand Particularizationis the weakening factor for both kinds of freeiésgn
the case of Lambert’s square, so it is in the chiske Categoriessquare, but only for positive free
semantics. The following weakened versions aralvalthe latter:
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Ps— (E! — 3Ix(x=s))
~3Ax(x=s) — (E!ls— ~P9

A pattern involving existential premises is now igasecognizable. First of all, the
amendment of the standard square of oppositiore-irntterences of which are strictly invalid in
first-order logics that allow empty general term&as made through the substitutionvadPx— Ps
and 9xPx — Ix~Px by ¥YxPx — (E!s —» P9 and 9xPx — (E!s — Ix~PX), respectively. Then
Lambert’'s square was amended through the subsettuati vxPx — Psand Ps—3x~Pxby VYxPx
— (E!'s - P9 and Ps— (E! — 3Ix~PX, respectively, thus generating free logic. Lasthe
Categoriessquare, supported by classical predicate logic reeghtive free logics, was amended
through the substitution d?s — 3x(x=s) and 3Ix(x=s) — ~Ps by Ps — (E! — 3Ix(x=s)) and
~3Ax(x=s) — (E's — ~P9), respectively, thus making positive free logitdeato support it. In all
three cases, the introductionklf between the original antecedents and consequentsalsmakes
a logic able to support a given square, but alsat\wrakes it weaker

With respect to the issue of existential import,ilesithe classical first-order reading of
universal predications as universalized conditismapresented an improvement towards a solution
to the problem, the analysis above shows, alonlg kaimbert’s, that free logics are powerful tools
for clarifying the presuppositions underlying certanferences that connect predications with
general sentences.
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Notes

1. The distinction inner/outer may seem to beadrhocway of making empty-termed sentences true, bistpbssible
to give it some philosophical account. While mersbarthe inner domain represent “existing” objetits, members of
the outer domain represent “non-existing” thingse lideal entities, error objects, fictional objestampossible objects
[4]. This is the philosophical account for disjoshdmains. If the convention makes the inner donaasubset of the
outer domain, we can understand the distinctioM@nongian terms: while the members of the latepresent all
objects that have being, the members of the foremmesent objects that have not only being, buaks® “existing”. In
both cases, the only restriction is the non-emptra the outer domain.

2. The four relations of the logical square can baitced to propositional truth-functions accordinghe following
table [2, p. 29]:

Relation Truth-function Combinations of truth- | Symbol
values

Contradiction exclusive disjunction VF; FV w

Contrariety incompatibility VF; FV; FF |

Subcontrariety inclusive disjunction VV; VF; FV v

Subalternation Implication VV; FV; FF —




3. All of these can be replaced with formulae contagm-place predicates. We only use one-place predigatesier
to better translate the sentences inGategoriessquare — Aristotle only considered sentences auntaiike “Socrates
is sick” and “Socrates is well”.



