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Abstract: The three-pile trick is a well-known card trick performed with a
deck of 27 cards which dates back to the early seventeenth century at least
and its objective is to uncover the card chosen by a volunteer. The main
purpose of this research is to give a mathematical generalization of the three-pile
trick for any deck of ab cards with a, b > 2 any integers by means of a finite
family of simple discrete functions. Then, it is proved each of these functions
has just one or two stable fixed points. Based on this findings a list of 222
(three-pile trick)-type brand new card tricks was generated for either a package
of 52 playing cards or any appropriate portion of it with a number of piles
between 3 and 7. It is worth noting that all the card tricks on the list share the
three main properties that have characterized the three-pile trick: simplicity,
self-performing and infallibility. Finally, a general performing protocol, useful
for magicians, is given for all the cases. All the employed math techniques
involve naive theory of discrete functions, basic properties of the quotient and
remainder of the division of integers and modular arithmetic.

Keywords: Modular arithmetic, fixed point theory of discrete functions,
three-pile trick.

Introduction

Among other reasons, the three-pile trick (TPT) is preferred by mathematicians
because of its infallibility and simplicity. The origin of this interesting card
trick goes back around four centuries [1]. According to Gardner [6]—for a
pack of 27 cards—it is one of the oldest of mathematical tricks that involve the
ordering of cards, and one of the most intriguing. Probably, the first person to
whom the TPT was tractable in a formal way—mathematically speaking—was
Joseph Diez Gergonne [7], a French geometer from the nineteenth century. He
generalized the trick for any deck of mm cards (m > 1 any integer) by applying
some combinatorial ideas. Additional papers were written along that century
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incorporating new results [5, 9], but in all of them the technique employed was
similar to Gergonne’s. During the past century the trick was included in books
on recreational mathematics, the main are by Ball and Coxeter [2], Hugard [10],
and Gardner [6]. It might sound strange saying that only a few mathematical
advances on the problem and its generalization were achieved in the twentieth
century. But lately the TPT has recovered its prominence as a math object in
various contexts. For instance, it has been treated in an algorithmic manner [12],
also as a numerical process in connection with the positional notation system
[3, 11], and as a discrete dynamical system [4, 8] too. In this note the trick is
seen as a simple function from a finite set of integers to itself.

The TPT and its generalization

Let us begin by introducing some basic notation. Given any pair of nonnegative
integers j 6 k the set of natural numbers {j, . . . , k} is denoted by [j : k]. The
symbols q(x, a) and r(x, a) represent the quotient and the remainder respectively
when the integer x is divided by the nonzero integer a. Given any function

D
f
→ D, the composite function f ◦ · · · ◦ f (n times) is denoted by fn and the

set of its fixed points by Fix(f), i.e., Fix(f) = {x ∈ D|f(x) = x}.

As it was established in [11], given the cth card (counting from the top) in a deck
of 27 cards face down is said that the TPT is performed on it, if the function
G2 : [1 : 27] → [1 : 27] defined by x 7→ q(x, 3) + 9 + sign(r(x, 3)) is composed
three times at x = c.

Before continuing with our presentation, let us figure out why the algebraic
expression q(x, 3)+ 9+ sign(r(x, 3)) encodes what is happening with the TPT.
In fact, a simple example will make it clear. Suppose that the chosen card is
the 19th (counting from the top). Well, q(19, 3) = 6 gives us the number of
cards below it after dealing the cards in three piles when the TPT is performed.
So, after collecting the three piles the 19th card will occupy the 16th position
(remember that piles while collecting are all flipped over) which is equal to
the sum of 6 (= q(19, 3)), 9 (the cards of the pile placed at the top) and 1
(= sign(r(19, 3))).

To precise more the notation employed, the sub-index 2 in G2 indicates that
after dealing the whole deck of 27 cards the pile containing the chosen card will
be placed in the middle of the other two but this is equivalent to say that this
particular pile is the second one counting from the bottom after collecting the
three piles face down.

Two important properties of this discrete function are:

1. Its only fixed point is 14 (i.e., Fix(G2) = {14}).

2. The composite function G3
2 ≡ 14 (i.e., G3

2(x) = 14 for every x ∈ [1 : 27]).

Remark 1. What makes the TPT an infallible card trick is property 2. Also

Recreational Mathematics Magazine, Number 7, pp. 65–77
DOI 10.1515/rmm–2017–0014



Roy Quintero 67

observe one has to apply the same procedure three times and this is what makes
the trick easy to perform and impressive in some sense, hence its simplicity.

Let us show how the TPT should be generalized in a natural way. To start
just assume that our deck has ab cards (face down). If we apply the trick
with a piles, then each will have b cards. Of course the trick is trivial when
a, b = 1. From now on, let us assume a, b > 2. In [11], the general case under
study was also considered and the appropriate function for a deck of ab cards
is Gp : [1 : ab] → [1 : ab] defined by x 7→ q(x, a) + b(p − 1) + sign(r(x, a)) for
every p ∈ [1 : a]. In this general setting, the value p indicates that when the
new trick is performed the pile with the chosen card will be placed in the p-th
position counting from the bottom once the a piles are being recollected.

Our first mathematical result is Lemma 2 which gives a list of relevant properties
of the functions G1, . . . , Ga.

Lemma 2. Let a, b > 2 be fixed integers. The finite family of functions {Gp}
a
p=1

satisfies the following properties:

1. The function Gp is nondecreasing for every p.

2. Im(Gp) = [b(p− 1) + 1 : bp] for every p.

3. If p1 < p2, then Gp1 < Gp2 .

4. The function G1 has 1 as its unique fixed point, i.e., Fix(G1) = {1}.

5. The function Ga has ab as its unique fixed point, i.e., Fix(Ga) = {ab}.

6. Assume a > 3. For each p ∈ [2 : a− 1] holds:

(a) If a− 1 | b(p− 1), then Fix(Gp) = {xp,1, xp,1 + 1} where

xp,1 =
ab(p− 1)

a− 1
. (1)

(b) If a− 1 6 | b(p− 1), then Fix(Gp) = {xp,2} where

xp,2 =
ab(p− 1) + a− j(p)

a− 1
(2)

being j(p) the unique integer in [2 : a−1] that is solution of the modular equation
X ≡ ab(p− 1) + a mod (a− 1).

Proof. 1. Let 2 ≤ p ≤ a. From the definitions of G1 and Gp follows the
relationship Gp(x) = G1(x) + b(p − 1) for every x ∈ [1 : ab]. So, we only
need to prove that G1 is nondecreasing. Set Ik = [(k − 1)a + 1 : ka] for
k = 1, . . . , b. Clearly, the finite class {I1, . . . , Ib} is a partition of [1 : ab]. By
observing carefully the behavior of G1 on each interval of the partition we have
Im(G1|Ik) = {k} for k = 1, . . . , b, and from this follows that G1 is certainly
nondecreasing.
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2. By the latter condition G1 maps [1 : ab] on [1 : b] and from this we get the
expected result.

3. It follows immediately from property 2.

4. Let us see that 1 is fixed by G1. In fact, G1(1) = q(1, a) + b(1 − 1) +
sign(r(1, a)) = 0+0+1 = 1. Suppose now that x ∈ [1 : ab] is any fixed point of
G1. Hence x satisfies q(x, a)+ sign(r(x, a)) = x. Observe that r(x, a) has to be
nonzero. Otherwise, q(x, a) = 0, and x = 0 which is a contradiction. Then, it

holds q(x, a) = 1−r(x,a)
a−1 , but q(x, a) > 0 and −1 < 1−r(x,a)

a−1 6 0. So, r(x, a) = 1,
and x = q(x, a)a+ r(x, a) = 1. Therefore, Fix(G1) = {1}.

5. First, ab is a fixed point ofGa sinceGa(ab) = q(ab, a)+b(a−1)+sign(r(ab, a)) =
b+ b(a− 1) + 0 = ab. Now, suppose x ∈ [1 : ab] is any fixed point of Ga. Hence
x satisfies q(x, a) + b(a − 1) + sign(r(x, a)) = x. We claim that r(x, a) = 0.
Otherwise, by writing x = q(x, a)a + r(x, a) in the latter equation and solving

for b − q(x, a) follows b − q(x, a) = r(x,a)−1
a−1 , but b − q(x, a) is a nonnegative

integer and 0 6
r(x,a)−1

a−1 < 1. So, r(x, a) = 1, q(x, a) = b, and x = ab+ 1 which
is a contradiction. Then, it holds (b − q(x, a))(a − 1) = 0. Thus, q(x, a) = b,
and x = ab. Therefore, Fix(Ga) = {ab}.

6. (a) By hypothesis, xp,1 is well defined. Since 0 < ab(p − 1)/(a − 1) < ab,
xp,1 ∈ [1 : ab − 1] and xp,1 + 1 ∈ [2 : ab]. So, both values are included in the
domain of Gp. Now observe that

Gp(xp,1) = q(xp,1, a) + b(p− 1) + sign(r(xp,1, a))

=
b(p− 1)

a− 1
+ b(p− 1) + 0 = xp,1

and

Gp(xp,1 + 1) = q(xp,1 + 1, a) + b(p− 1) + sign(r(xp,1 + 1, a))

=
b(p− 1)

a− 1
+ b(p− 1) + 1 = xp,1 + 1.

Thus, both points are fixed by Gp. Next, assume that x ∈ [1 : ab] is any fixed
point of Gp. We claim that either r(x, a) = 0 or r(x, a) = 1. Otherwise,
2 6 r(x, a) 6 a − 1 and x satisfies q(x, a) + b(p − 1) + 1 = x. Multiply
the latter equation by a and express q(x, a)a = x − r(x, a) in order to get
ab(p−1)+a−r(x, a) = x(a−1) which indicates that a−1 | ab(p−1)+a−r(x, a),
but a − 1 | ab(p − 1). Then, a − 1 | a − r(x, a) an impossibility because
1 6 a − r(x, a) 6 a − 2. So, r(x, a) ∈ {0, 1} as claimed. The first case makes
x = xp,1 and the second x = xp,1 + 1. Therefore, Fix(Gp) = {xp,1, xp,1 + 1}.
This proves 6(a).

(b) Suppose that x ∈ [1 : ab] were a fixed point of Gp. If r(x, a) = 0 or
r(x, a) = 1, then x should satisfy q(x, a) + b(p− 1) = q(x, a)a. From which we
get b(p− 1) = q(x, a)(a − 1). In other words, a− 1 | b(p− 1) contradicting the
hypothesis. Therefore, r(x, a) must belong to {2, . . . , a − 1}, and must satisfy
q(x, a)+ b(p−1)+1 = x. Multiply the latter equation by a and replace q(x, a)a
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by x− r(x, a) to get ab(p− 1) + a− r(x, a) = x(a − 1). In other words, r(x, a)
is congruent to ab(p− 1)+ a modulo a− 1, i.e., r(x, a) is the unique solution of
equation X ≡ ab(p− 1) + a mod (a− 1). Let j(p) be this solution. Thus, the
value xp,2 is well defined and x = xp,2. Moreover, j(p) = r(xp,2, a) and

Gp(xp,2) = q(xp,2, a) + b(p− 1) + sign(r(xp,2, a))

=
1

a
[xp,2 + ab(p− 1) + a− j(p)] =

1

a
[xp,2 + xp,2(a− 1)] = xp,2,

as expected, and this completes the proof of 6(b).

An immediate consequence of Lemma 2 is the following corollary.

Corollary 3. Let a 6 3 and n 6 2 be fixed integers. If b = an−1, then
Fix(Gp) = {xp,2} for every p ∈ [2, a− 1].

Proof. It follows from the fact a− 1 6 | an−1(p− 1) for every p ∈ [2 : a− 1].

In [4, Theorem 3] the TPT was generalized for a deck of pq cards where p, q ≥ 3
are any odd integers through a function denoted by h and proved that pq+1

2 is
a fixed point of h. Well, that result also follows from Lemma 2 after making
some easy symbolic translations.

Corollary 4. Theorem 3 given in [4] holds.

Proof. Before starting the proof we need to translate our notation to
Champanerkar and Jani’s. Well, a = q, b = p, and G q+1

2
= h. When p, q ≥ 3

are odd numbers then q− 1 6 | p( q+1
2 − 1). Otherwise p would be an even integer.

By Lemma 2.6(b), we have to find the unique fixed point x q+1
2 ,2 of h by solving

first the modular equation X ≡ pq(q− 1)/2+ q mod (q− 1) in [2 : q− 1]. Since
(pq(q − 1)/2 + q) − (q + 1)/2 = ((pq + 1)/2)(q − 1) the solution searched for is
j( q+1

2 ) = q+1
2 . Then,

x q+1
2 ,2 =

pq + 1

2

as expected.

When dealing the cards for the first time—providing that a − 1 | b(p − 1)
(2 ≤ p 6 a − 1)—the values xp,1 and xp,1 + 1 always fall in the ath pile

and the 1st pile respectively. By taking s = b(p−1)
a−1 ∈ [1 : b], xp,1 = sa and

xp,1 + 1 = sa + 1, both are indicated inside a box in Table 1. Fixed points of
type xp,2 (2 6 p 6 a− 1) only appear at intermediate columns and can not be
located at the 1st and bth rows. Let us see the examples a = 4, b = 6 and a = 3,
b = 5.

Example 5. Since 3 | 6 we need to apply equation (1). So, x2,1 = 8 and
x3,1 = 16. Hence Fix(G2) = {8, 9} and Fix(G3) = {16, 17} (Figure 1(a)).
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Table 1: First dealing

pile 1 pile 2 . . . pile j . . . pile a− 1 pile a

(b − 1)a+ 1 (b− 1)a+ 2 . . . (b− 1)a+ j . . . (b− 1)a+ a− 1 ba
...

...
...

...
...

...
...

sa+ 1 sa+ 2 . . . sa+ j . . . sa+ a− 1 (s+ 1)a

(s− 1)a+ 1 (s− 1)a+ 2 . . . (s− 1)a+ j . . . (s− 1)a+ a− 1 sa
...

...
...

...
...

...
...

a+ 1 a+ 2 . . . a+ j . . . a+ a− 1 2a
1 2 . . . j . . . a− 1 a

Example 6. Since 2 6 | 5 we need to solve the modular equation X ≡ 18 mod 2
whose unique solution inside interval [2 : 2] is j(2) = 2. Then, by applying
formula (2), we get x2,2 = 8. Hence Fix(G2) = {8} (Figure 1(b)).

From Examples 5 and 6 one might ask whether the finite class {Fix(Gp)}
a−1
p=2 is

always formed by sets of one element or by sets of two elements. Next example
shows that it can be mixed.

Example 7. Take a = 5, b = 2 (Figure 1(c)). Then Fix(G2) = {3}, Fix(G3) =
{5, 6}, and Fix(G4) = {8}.
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Figure 1: Examples 5, 6, and 7.

Main results

In this section we prove some important facts of the family of functions {Gp}
a
p=1

in terms of discrete dynamical systems. The first result generalizes the TPT
because in this case b = 9 is a power of a = 3. Theorem 8(b) shows that xp,2 is
an attractor and this is the condition that makes the TPT work.
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Let us fix more notation. Let A, B, C and D denote the sets [2 : a− 1], [1 : ab],
[1 : xp,1], and [xp,1 + 1 : ab] respectively. Set yn := an−1

a−1 for every n > 2.

Theorem 8. If p ∈ A and b = an−1, then
(a) xp,2 = yn(p− 1) + 1, and
(b) Gn

p (x) = xp,2 for every x ∈ B.

Proof. (a) Observe that

an(p− 1) + a− p = (an − 1)(p− 1) + (a− 1) = (yn(p− 1) + 1)(a− 1).

Thus, by Lemma 2.6(b), xp,2 = yn(p− 1) + 1.

(b) By [11, Théorème II.2.4.] we have

Gn
p (x) = (p− 1)an−1 + · · ·+ (p− 1)a+ (p− 1) + 1,

but the latter value coincides with yn(p− 1) + 1.

By taking a = 3 and b = 9 in Theorem 8 we get x2,2 = y3 + 1 = 14 and
G3

2(x) = 14 for every x ∈ [1 : 27]. In other words, the TPT is checked.

The following theorem constitutes the most important result of this research.
Theorem 8(b) and Theorem 9 guarantee that all the fixed points obtained in
Lemma 2 parts 4, 5 and 6 are attractors. Based on this property we will be able
to extend—in the next section—the TPT by listing more than 200 new variants
of the trick by varying the number of cards in the deck, the number of piles and
the performance protocol.

Theorem 9. Let a > 3, b > 2 and n > 2 be fixed integers. If p ∈ [1 : a] and
an−2 < b < an−1, then

Gn
p (x) =



































1 if (p, x) ∈ {1} ×B (3a)

xp,1 if (p, x) ∈ A× C, a−1 | b(p−1), b 6= an−2+1 (3b)

xp,1 + 1 if (p, x) ∈ A×D, a−1 | b(p−1), b 6= an−2+1 (3c)

xp,2 if (p, x) ∈ A×B, a−1 6 | b(p−1), b ≤
an−1

a− 2
(3d)

ab if (p, x) ∈ {a} ×B, (3e)

Gn−1
p (x) =

{

xp,1 if (p, x) ∈ A× C, a−1 | b(p−1), b = an−2+1 (4a)

xp,1 + 1 if (p, x) ∈ A×D, a−1 | b(p−1), b = an−2+1, (4b)

and for a > 3

Gn+1
p (x) = xp,2 if (p, x) ∈ A×B, a− 1 6 | b(p− 1), b >

an−1

a− 2
. (5)
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Proof. Equations (3a) and (3e) were proved in [11, Théorème II.2.1.] and [11,
Théorème II.2.2.] respectively. For the remaining six parts we use the same
technique employed in [11].

For (3b), take x 6 xp,1 arbitrary, say, x = (s − 1)a+ j as is shown in Table 1,

then s 6 b(p−1)
a−1 =

xp,1

a
. From [11, Théorème II.1.] it follows that

A(s) 6 Gn
p (x) 6 B(s), (6)

where A(s) = 1
an−1

(xp,1

a
(an − 1) + s

)

and B(s) = A(s) + 1− 1
an−1 .

Our next goal is to demonstrate the four inequalities

xp,1 − 1 < A(s) 6 xp,1 6 B(s) < xp,1 + 1 (7)

for every s 6 a−1xp,1. After doing many calculations and simplifications we get



























xp,1 − 1 < A(s) ⇐⇒ xp,1 < an + sa (8a)

A(s) ≤ xp,1 ⇐⇒ xp,1 ≥ sa (8b)

xp,1 ≤ B(s) ⇐⇒ xp,1 ≤ an + sa− a (8c)

B(s) < xp,1 + 1 ⇐⇒ xp,1 > sa− a. (8d)

(8e)

Observe that the Right Hand Side (RHS) (8b)⇒ the RHS (8d) and the RHS (8c)
⇒ the RHS (8a). But the RHS (8b) holds for the condition s 6 a−1xp,1 and the
RHS (8c) also holds since xp,1 6 ab ≤ an 6 an+ sa−a. So, equation (7) is true
and this implies that Gn

p (x) = xp,1 for every x ∈ C completing the proof of (3b).

The proof of (3c) is quite similar. Now we take x > xp,1, which is equivalent to
s ≥ a−1xp,1 + 1. This time we have to prove

xp,1 < A(s) ≤ xp,1 + 1 ≤ B(s) < xp,1 + 2 (9)

for every s ≥ a−1xp,1 + 1. But now, we have the following equivalences



























xp,1 < A(s) ⇐⇒ xp,1 < sa (10a)

A(s) ≤ xp,1 + 1 ⇐⇒ xp,1 ≥ sa− an (10b)

xp,1 + 1 ≤ B(s) ⇐⇒ xp,1 ≤ sa− a (10c)

B(s) < xp,1 + 2 ⇐⇒ xp,1 > sa− an − a. (10d)

(10e)

In this occasion, the RHS (10b) ⇒ the RHS (10d) and the RHS (10c) ⇒ the
RHS (10a). But the RHS (10b) holds since xp,1 + an > an > ab > sa and the
RHS (10c) also holds for the condition s > a−1xp,1 +1. So, equation (9) is true
and this implies that Gn

p (x) = xp,1 + 1 for every x ∈ D completing the proof of
(3c).
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For (3d), take x ∈ B arbitrary, say, x = (s − 1)a + j as is shown in Table 1.
From [11, Théorème II.1.] it follows that

C(s) 6 Gn
p (x) 6 D(s), (11)

where C(s) = 1
an−1 (byn + s) and D(s) = C(s) + 1− 1

an−1 .

Next, we need to demonstrate the four inequalities

xp,2 − 1 < C(s) 6 xp,2 6 D(s) < xp,2 + 1 (12)

for every s ∈ [1 : b]. And now, the equivalences are



















xp,2 − 1 < C(s) ⇐⇒ f(s) > an−1(1− j(p)) (13a)

C(s) ≤ xp,2 ⇐⇒ f(s) 6 an−1(a− j(p)) (13b)

xp,2 ≤ D(s) ⇐⇒ f(s) > an−1(1− j(p)) + a− 1 (13c)

D(s) < xp,2 + 1 ⇐⇒ f(s) < an−1(a− j(p)) + a− 1, (13d)

where f(s) = s(a− 1)− b(p− 1), but the RHS (13b) ⇒ the RHS (13d) and the
RHS (13c) ⇒ the RHS (13a). Then, we have to show the double inequality

an−1(1− j(p)) + a− 1 6 f(s) 6 an−1(a− j(p)),

for every s ∈ [1 : b]. For this, it is enough to prove these two inequalities

an−1(1− j(p)) + a− 1 6 f(1) and f(b) 6 an−1(a− j(p))

and both are true since b 6 an−1

a−2 . Thus, equation (12) holds and it implies that
Gn

p (x) = xp,2 for every x ∈ B completing the proof of (3d).

In order to prove equations (4a) and (4b), we only need to prove that equations
(8c) and (10b) keep true if n is replaced by n − 1. The first is true because

xp,1 ≤ (b − 1)a = an−1 6 an−1 + sa − a, and the second since
xp,1+an−1

a
>

a+an−1

a
= 1 + an−2 = b > s.

Finally, to prove equation (5), everything done for proving equation (3d) works

well for n + 1 instead of n. But, b satisfies the condition an−1

a−2 < b < an−1

(a > 3). Thus, b ≤ an

a−2 and this condition guarantees the veracity of formula
(5), and the proof is done.

Remark 10. In [4, Theorem 4] was proved that the point pq+1
2 is a stable

fixed point of h the generalized TPT for a deck of pq cards where p, q ≥ 3 are
odd integers. Well, from Theorem 8(b) and Theorem 9 equations (3d) and (5)
follows the same result.

The minimum value of k for which the powerGk
p is a fixed point is not necessarily

the one given in Theorem 9. To see this, just take a = 4, b1 = 13 and b2 = 14.
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For p = 3 Theorem 9 says that n = 3 and G4
3 ≡ 35 for b1 and G4

3 ≡ 38 for b2
since 4 < 13 < 14 < 42 and 14 > 13 > 42

4−2 = 8. In this particular situation the
minimum value is 3 in the first case and 4 in the second.

For a better understanding on the behavior of the family {G1, . . . , Ga}, based
on Theorem 9, we present a couple of examples graphically.

Figure 2 shows the case a = 3, b = 4 for which n = 3 and the fixed points are
1, 6, 7, and 12. Observe that for p = 1, 3 three iterations are needed, otherwise
just two.
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Figure 2: a = 3, b = 4.

Figures 3 and 4 show the case a = 4, b = 14. Again n = 3, and the fixed points
are 1, 19, 38, and 56. Figure 3 shows the graphics of Gp and G2

p, and Figure 4
the corresponding ones of G3

p and G4
p. Observe that for p = 1, 4 three iterations

are needed, otherwise four.
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Figure 3: a = 4, b = 14 (Gp and G2
p).
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Figure 4: a = 4, b = 14 (G3
p and G4

p).

A bunch of brand new TPT-type card tricks

Based on Theorems 8 and 9 we are in a position of generating some brand
new TPT-type card tricks. For magicians some reasonable deck’s sizes and
performable with a portion or the whole pack of regular playing cards are those
with ab ∈ [8 : 52] (3 6 a 6 7). The 49 possible such decks and the 222 TPT-type
variants of tricks are shown at Table 2. Let us see the case a = 4, b = 13.

Example 11. (Performing protocol) Previously, the “magician” has to choose
the value of p, say p = 3 (1 6 p 6 a). Then, she looks at Table 2 to get n = 3
and the fixed point 35. Now, by the comment after Theorem 9, she knows that
G3

3(x) = 35 for every x ∈ [1 : 52]. Immediately, she has to perform the following
general procedure:

Start with the cards downwards. Ask somebody from the audience
to remember one of the cards without revealing it. Deal the 52(= ab)
cards face up in 4(= a) rows, making 4 piles each 13(= b) high. After
dealing, ask in which pile the card is. Take up the 4 piles, placing
that pile 3rd(= pth) from the bottom. Turn the packet over. Do this
twice more and count out the packet to the 35th(= xth

p,2) card and
turn it over to your audience’s amazement and ovation.

Suppose the magician chooses p for which Gp has two consecutive fixed points,
i.e., xp,1, xp,1 + 1. Once she picks up the cards for the last time and counts
out the packet to the xth

p,1 card she does not know whether it is the spectator’s
or next. To solve this situation she may add some patter at this moment and
puts both cards together back to back and holds them with two fingers without
showing them. Then, she asks the spectator: is this your card? while showing
one. If the answer is yes, everything is done, otherwise she turns her hand and
says here is your card and receives anyway her audience’s applause.
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Table 2: The 49 decks and the 222 TPT-type variants

a b;n fixed points for each p b;n fixed points for each p
3 3;2 1-5-9 4;3 1-6,7-12
3 5;3 1-8-15 6;3 1-9,10-18
3 7;3 1-11-21 8;3 1-12,13-24
3 9;3 1-14-27 10;4 1-15,16-30
3 11;4 1-17-33 12;4 1-18,19-36
3 13;4 1-20-39 14;4 1-21,22-42
3 15;4 1-23-45 16;4 1-24,25-48
3 17;4 1-26-51

4 2;2 1-3-6-8 3;2 1-4,5-8,9-12
4 4;2 1-6-11-16 5;3 1-7-14-20
4 6;3 1-8-16-24 7;3 1-10-19-28
4 8;3 1-11-22-32 9;3 1-12,13-24,25-36
4 10;3 1-14-27-40 11;3 1-15-30-44
4 12;3 1-16,17-32,33-48 13;3 1-18-35-52

5 2;2 1-3-5,6-8-10 3;2 1-4-8-12-15
5 4;2 1-5,6-10,11-15,16-20 5;2 1-7-13-19-25
5 6;3 1-8-15,16-23-30 7;3 1-9-18-27-35
5 8;3 1-10,11-20,21-30,31-40 9;3 1-12-23-34-45
5 10;3 1-13-25,26-38-50

6 2;2 1-3-5-8-10-12 3;2 1-4-8-11-15-18
6 4;2 1-5-10-15-20-24 5;2 1-6,7-12,13-18,19-24,25-30
6 6;2 1-8-15-22-29-36 7;3 1-9-17-26-34-42
6 8;3 1-10-20-29-39-48

7 2;2 1-3-5-7,8-10-12-14 3;2 1-4-7,8-11-14,15-18-21
7 4;2 1-5-10-14,15-19-24-28 5;2 1-6-12-18-24-30-35
7 6;2 1-7,8-14,15-21,22-28,29-35,36-42 7;2 1-9-17-25-33-41-49
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