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Abstract

In geodetic measurements of deformations in shell cooling towers, an important factor is to optimize the number of points
representing the exterior surface of the shell. The conducted analyses of damage to such structures proved that cooling
towers exhibited shell deformation consisting of irregular vertical waves (three concavities and two convexities), as well as
seven horizontal waves. On this basis, it is claimed that, in accordance with the Shannon theorem, the correct
representation of the generated waves requires the measurement of the cooling tower shell in a minimum of 12 vertical and
14 horizontal sections. Such density of the points may not be sufficient to represent local imperfections of the shell. The
article presents the results of test measurements and their analysis, which were conducted to verify the assumptions as to
the optimal number of measurement points for the shell of a cooling tower. The evaluation was based on a comparative
analysis of the data obtained by the Terrestrial Laser Scanning (TLS) method, creating a very detailed model of geometric
imperfections in an actual cooling tower with a height of 100 m. Based on the data obtained by the TLS method, point grids
of various density were generated. An additional measurement of the cooling tower shell deformation was performed using
a precise electronic total station with reflectorless measurement option. Therefore, it was possible to assess the accuracy of
measurements by laser scanning in relation to measurements obtained by reflectorless total stations.
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1 Introduction aging of a structure (cement leaching and corrosion of steel)
contribute to the formation of geometric imperfections. Devia-
tions from the designed shape significantly influence the state
of stress in the structure, which in turn may lead to a con-
struction disaster. The development of a reliable, accurate and
economical method of measuring shell structures is currently
becoming quite significant, as higher and higher structures are
being constructed, with heights often reaching up to 200 m
(Busch et al., 2002).

In thin-walled shell structures (such as cooling towers), the
most important parameter is the correct shape. With appro-
priate curvature of these objects, a membrane state of stress
occurs (momentless shells), which means that there are no ten-
sile forces (Hill et al., 1990). By means of this property, shell
walls can be much thinner than those of conventional buildings
(the thickness of a hyperboloid shell at its thinnest point can
reach 14 cm). Unfortunately, performance errors (both in con- Using appropriate measurement and calculation techniques,
struction and surveying) during construction, as well as the it is possible to determine geometric imperfections in relation
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to both the theoretical model and the model best fitted to the
factual circumstances. Due to the specific nature of the struc-
ture and the way of conducting further structural analysis with
the performance of the finite element method, the results of
deformation measurements should be presented in a manner
relating to the surface, not the point. Therefore, for the mea-
surement carried out in a discrete way to faithfully reflect the
shape of the structure, it is necessary to perform it with an
appropriate density. The first comprehensive works leading to
determining the minimum number of vertical and horizontal
sections of measurement points (Gigiel, 1993) were based on
assessing the nature of typical deformations in the hyperboloid
shells of cooling towers. Analysis of the cases of stability loss
caused by dead load and wind load showed that, in most cases,
in the vertical section, there are three irregular concavities and
two convexities. Similarly, for the horizontal section, defor-
mations of seven regular waves dominate. Using the Shannon
theorem (Smith, 1999) on the sampling of a continuous signal
of a limited spectrum, the minimum number of measurement
points allowing the representation of geometric imperfections
in a structure shell can be determined. Accordingly, in the ver-
tical direction, the minimum number of measurement points
should be 12, and in the horizontal direction, 14 points should
be subject to measurement. This gives at least 168 points on
the entire shell. According to the authors, such an analysis is
approximate (based on the analysis of cooling chimneys which
underwent damage) and may not represent the nature of de-
formations in a satisfactory manner.

The starting point for the analysis of the density of points
should be to determine the desired value of the mean error of
stresses in the shell. Based on the analysis in (Gigiel, 1998), it
is evident that, in terms of the stability analysis, the accuracy
of identifying the actual deformations using selected interpo-
lation method based on group of measurement points should
not be worse than 10% of the shell thickness at the throat. As-
suming that the measurements are performed with limited ac-
curacy and they are arranged in a regular grid, it was deter-
mined that the maximum measurement error for the points
of the shell should not exceed 5% of the shell thickness at its
thinnest point.

On this basis, and having a very detailed numerical model
of the physical shape of the shell, it is possible to perform sim-
ulations which allow conclusions to be drawn about the mini-
mum number of horizontal and vertical sections of the struc-
ture. This will, be a result for a specific case but, at a certain
level of probability, it can be generalized. If the minimum num-
ber of points is determined, it must be verified whether their
spatial location is of great significance for the end result, which
is the model of the shell’s geometric imperfections. In the case
of a correctly specified number of sections, the differences be-
tween the models generated from the sets of points that differ
only in the position of the measurement points should not be
greater than the admissible error. The yielded results are of
great importance when carrying out measurements of shells
using the polar methods, and with the use of scanning reflec-
torless total stations, which do not perform measurements in
a grid as dense as in the case of laser scanners.

The selection of a measurement method is as important
as the grid density. For the measurement of shell structures,
the most commonly used methods include the photogrammet-
ric method (Chisholm, 1977), the method of ambient tangents
(Jasiriska and Preweda, 2004), spatial intersection (Ding et al.,
1996; Shortis and Fraser, 1991), or the polar 3D method, preva-
lent in the era of total stations with a possibility of reflectorless
measurements (Wozniak and Wozniak, 2011; WoZniak, 2008).
Currently, a large development of laser scanning technology is
observable, and it is useful in many areas. By means of its abil-
ity to spatially measure a large number of points in a short time,

Reports on Geodesy and Geoinformatics, 2018, Vol. 105, pp. 19-28

it appears to be an ideal technique for inventory measurements
of the shape of shell structures (Ioannidis et al., 2006; Camp
et al., 2013; Lancon and Piot, 2012). However, in light of the
previously discussed requirements, the measurement accuracy
should be taken into consideration. This is essential due to the
fact that manufacturers of laser scanners usually fail to provide
a complete accuracy characterization of their products. There-
fore, it is not possible to make an a’priori accuracy analysis.
That is why it is necessary to compare the results of the mea-
surements performed with a laser scanner with the values of
imperfections determined based on the measurements carried
out using reliable measurement techniques.

2 Determining imperfections

In order to determine the value of imperfections (local deforma-
tions of the shell), equations to the surface of the second order
should be determined which, for most of the cooling towers, is
a single-shell rotational hyperboloid. The general equation to
the surface of the second order takes the following form (Zwill-
inger, 2002):

F(X,Y,2) =a11X> + g0 + A332% + 255Xy + 20537 + 20432X W

+ 2(114)( + 2(124y + 2034Z + Ay = 0

where x,y,z - coordinates of the shell surface points and
11,023, 033, 412, A3, 013, A1y, Aoy, A3y, Ay, — coefficients of the
equation. While ayy, s, 33,12, 023, 413, Ayy, Aoy, A34, 044 € R
and aj; = aj;.

In addition, for the rotational hyperboloid representing
cooling towers, it is assumed that a;; = a,, and a;, = 0 and
the equation to surface takes the following form:

G(X,Yy Z) :Au(X2 + yz) + A3322 + 2A23yZ + 2A132X

(2)
+2A1X + 245,y +2A3,2+1=0
A a::
WhereA,-j :Aji = ﬁ = ﬁ

Determining the rotational hyperboloid equation coeffi-
cients requires the knowledge of at least seven points mea-
sured on the surface of the cooling tower. The greater number
of points i enables the approximation of the coefficients by the
Gaussian least squares method (Ghilani and Wolf, 2006). Then,
the approximation equation takes the following form:

v; =xFdAy + yPdAy, + 2R dAss + 2X;y;dAy + 2y;2;dAs; 3)
+27;X;dAq3 + 2xl~dA14 + 2y,-dA42 + 2z,~dA43 + Go,i

where x;, y;, z; - coordinates of the points measured on the
shell surface and dAg. - differences to the values of the equation
coefficients. The value:

Go,i :XizA% + yizAgz + Z%Agg + inyiAgz + zziyl-A(2’3 w

+ 2XiZiAg3 + 2XiA21 + ZYiA?,z + ZZiA23 +1

where Ag. - the approximate values of the equation coefficients
determined for the seven random points measured on the shell
surface. In this way, based on the entire set of points measured
on the shell, the coefficients of the surface equation, represent-
ing the outer shell of the cooling tower, are approximated.

In order to determine the values of the shell deformation,
the geometric distance of the points representing the measured
surface should be determined, relative to the reference surface.
The reference surface may be the model surface, generated



based on the design data, or the surface approximated from
the as-built measurements. Knowing the nature of the refer-
ence surface, the directions which are normal for this surface
and which pass through the measured points are calculated.
The coordinates of the theoretical points on the approximated
surface are determined from the following relationships:

X=X+ tiNXi’
y =Y; + Ny, (5)
Z=2z;+ tiNZi’

where t; - the unknown parameter, individual for each point
and Ny;, Ny, Nz, — components of the normal vector. The value
of the parameter t; is determined by substitution of the vari-
ables x, y, z to the equation approximating the surface:

2 2 2 2
7 [An (NF, + N, ) + Ag3NZ + 2 (AzNNz; + Ag3Ny, Nz ) |
+ 1t [N’%i + N;i + N%J +An (x,z +yi2) +A33Zi2 + 2A13X;Z; (6)

+ ZAZZyIZl + 2A14Xi + 2A14Xi + 2A24yl + 2A34Zl +1=0

_ G _ G _ 2G
where Ny, = Ny, = S5

ox? V' NZ,* - 2z°

The solution are two roots of the parameter t;, where the
correct root is the one of a smaller mode value. Based on the
parameter determined there from and the components of the
normal vector, local point deformation of the shell is calculated.
The value of the deformation is calculated from the following

relationship:

5, = t” /N)%[ + NJ%I + N%l (7)

Values of the deformations for all the measured points of the
shell obtained in this way enable the preparation of a graphical
presentation of the distribution of cooling tower surface defor-
mation relative to the reference surface. A convenient form of
presentation is a generated contour map of imperfections in
the azimuthal projection. An important issue in this area is
the modelling of imperfections based on a discrete set of mea-
surement points.

3 Accuracy required to describe the shape of
a shell

Structures of various types require different accuracy to carry
out as-built measurements. These differences result from the
sensitivity of a structure to the stress derived from geometric
imperfections. In the case of shell structures, it is important to
analyse the ratio of the critical stress in the shell containing im-
perfections (oexp) to the critical stress in the ideal shell (agxp)
(Gigiel, 1998). The conducted study shows that the decrease
in the stress parameter (aexp/agxp) occurs at axisymmetric and
sinusoidal imperfections covering the entire shell. At the same
time, the amplitude values of these imperfections are compa-
rable to the thickness of the shell t,. On this basis, from the
point of view of the stability analysis, it may be concluded that
the expected accuracy of a model describing the shape of a shell
should not be worse than

e=—-1o (8)

where ty - shell thickness at the throat of a hyperbole and ¢ -
maximum permissible error of the model.
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Assuming a normal distribution of errors and the confidence
level of 95%, a permissible mean error of the model is given by
the formula:

1
=ty
Omodel = 54 "0 (9)

The error of the model is affected by the method of its cre-
ation (the choice of the approximating or interpolating func-
tion), as well as the precision of the imperfection measure-
ments. Assuming a uniform distribution of the measuring
grid, the formula for the maximum error of the measurement

method wiaX can be expressed as follows:

&
wits, = £ (10)

The value of wid%. should be identified with the limiting
error of determining imperfections. In order to determine the
permissible mean error of the measurement omeqs, the 5% sig-
nificance level was adopted, based on which the following re-
lationship was obtained:

Omeas = (11)

4 Characteristics of the structure and meth-
ods of data capture

The structure, for which the measurement was performed and
the study was made, was a hyperboloid cooling tower. The
flue gas stack was designed and built in the shape of a single-
shell rotational hyperboloid. The base contains prefabricated
reinforced concrete columns carrying the loads onto the foun-
dations. This cooling tower uses an autonomous chilled water
tank, which is not linked in any way to the columns or the foun-
dations. The apparatus located inside the chimney has been di-
vided into three levels: drift eliminator, hot water distribution
and packing. The above-mentioned cooling modules were sup-
ported by a reinforced concrete post and beam system, which is
an independent support structure. The geometric parameters
of the cooling tower are as follows: the diameter of the bottom
edge of the shell is 75.3 m, the diameter of the throat is 41.0 m,
the diameter of the chimney outlet is 42.7 m, the height of the
cooling tower is 99.8 m, the shell height is 93.0 m, and the
height of the throat is 84.7 m. For this cooling tower, the de-
sign data was available, by means of which it was possible to
generate a set of points and the 3D surface model of the cooling
tower with the design parameters. The design thickness of the
shell at the base was 0.54 m and decreased to 0.14 m at the
shell height of 15 m. The value of 0.14 m continued until 89 m,
where the thickness of the shell increased to 0.19 m at the top.

The measurements on this cooling tower were performed
by two methods of surveying: a classical one, using a total
station, and with a terrestrial laser scanner. The points rep-
resenting the shell of the cooling tower in the classical mea-
surement were obtained using a TCRP1201 total station. This
instrument also performed the measurements of a control net-
work and targets for the laser scanning in a local reference
system. The accuracy parameters of this instrument are as fol-
lows: measurement to the prism: +1 mm + 1.5 mm, reflector-
less measurement: +2 mm + 2 mm, measurement of direction
+0.0003 grads (Lambrou and Pantazis, 2010). Classical meth-
ods of surveying (tacheometric) were implemented by observ-
ing the shell of the cooling tower in 20 vertical and horizontal
point strips through a commonly used 3D polar method (reflec-
torless distance measurement). A total of 400 points were ob-
tained. The interval between subsequent vertical sections was
approximately 4.9 m. The interval between subsequent hor-
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Figure 1. View of the measuring network and spatial distribution of
the points measured by the 3D polar method

izontal strips was expressed in angular measure and equaled
20 grads (at the lowest point, the interval in the radian mea-
sure was 11.9 m). The control measurement established in the
local coordinate system consisted of 18 points; 6 on tripods, 5
reflective tapes, and 7 free stations, from which 3 sections of
the cooling tower were carried out for each one of them. The
mean position error of the control points, after adjustment by
the least squares method, did not exceed +1 mm horizontally
and +2 mm for height. Figure 1 presents the distribution of the
measurement control points and of the points measured on the
cooling tower shell by the polar 3D method.

The point cloud representing the surface of the cooling
tower was obtained using the Riegl VZ400 scanner. The accu-
racy of distance measurement for this scanner is given by the
manufacturer as the degree of accuracy between the measured
value and the true value, and is -5 mm to 100 m. Measurement
precision is defined as the repeatability of performance and is
estimated to be +3 mm. The measurement of the cooling tower
using a terrestrial laser scanner was performed from 20 posi-
tions. The measuring mode which was used enabled the mea-
surement of points with a density of 3 cm at a distance of 100 m.
The 36 control points of the scanning control, black-and-white
targets, were scanned with the basic scan density. Assuming
an average distance of the scanner - scanning control point
at 10 m, the density of scanning these points did not exceed
3 mm. Five points are retro-reflective targets, marked during
the first measurement. These points enabled the combination
of the two measurements. The remaining 31 points are seven
positions of the total station and 24 black-and-white targets.
The mean position error of the control points, horizontally and
for height, did not exceed £2 mm. A combination of classi-
cal surveying and scanning results was carried out through the
transformation of the scanning coordinates to the local refer-
ence system achieving an accuracy of +1 mm. Figure 2 presents
the distribution of the control points and the point cloud of the
cooling tower. Mutual fitting of the scans were performed in
the Leica Cyclone program. They were implemented through
reference points (17 black-and-white targets, 7 were not used)
and clearly identifiable field points (27). A total of 213 homol-
ogous pairs of points were created, combining 20 scans. In ad-
dition to the Vertex Vertex combinations, Cloud-to-Cloud ones
were also added. The resulting point cloud was obtained with
an average error of scan record at the level of +£3 mm, wherein
the connection to the scanning network points did not have an
error greater than +2 mm. The final cloud comprised 350 mil-
lion points. In this form it was subjected to unification (with-
out any reduction), and then exported. In Geomagic, it was
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Figure 2. View of the scanning measurement network and the
points on the cooling tower shell measured by the scanner

subjected to the manual removal of the cooling tower infras-
tructure which did not belong to the shell of the flue gas stack,
and the removal of the outliers. The algorithm for the removal
of outliers, used at this stage, was based on the idea of the
nearest neighbor. In the next step, the density of the cloud
was decreased to a resolution of 3 cm between the points. Fi-
nally, a 14.8 million point cloud was obtained, representing the
shell of the observed cooling tower.

It should be noted that the data was captured in actual field
conditions, where it was not always possible to select the opti-
mum position of the instruments relative to the structure. In
the described analyses, an approximated surface was adopted
as the reference surface on the basis of current measurements.
Unfortunately, for this cooling tower there was no as-built
measurement of the shell deformation, and the current mea-
surements also showed a significant divergence from the de-
sign data.

5 Generating test samples of various density

The main objective of the conducted analysis was to determine
the optimum density of the observed points grid on the test
shell of the cooling tower, at which it was possible to define
the effect (degree) of the shell deformation. A relationship was
sought between reducing the number of observed points and
the degree of quality degradation in the numerical model of im-
perfection. Based on a detailed and comprehensive numerical
model, obtained with the technology of terrestrial laser scan-
ning, a series of test samples were generated with a decreasing
amount of observed points representing the surface of the cool-
ing tower shell.

The process of generating test samples from the resulting
cloud of points (14.8 million) was based on one of the basic
geometric features of the observed object. A single-shell hy-
perboloid cooling tower has a vertical axis of symmetry (VAS),
which was used as the basic construction line. Its location was
determined as the geometric center of the observed structure
for 14.8 million evenly distributed points on the outer shell of
the chimney. The next stage comprised the development of a
calculation scheme enabling the selection of individual groups
of points from the global cloud. The designed calculation algo-
rithm was implemented in the Python environment by creat-
ing a single program for the automatic selection of points. The
selection was carried out based on the geometric parameters
of the expected distribution grid of the points on the cooling
tower shell, set by the operator. Due to the fact that the opera-



Figure 3. Graphical presentation of dependencies enabling the se-
lection of the defined grid of points from the cloud

Figure 4. Graphical presentation of the selection of points from the
cloud in the prepared program

tions were carried out for large data sets, the program activity
was sequential. In the following calculation stage, the num-
ber of points taken for further selection was reduced. In the
first step, a series of vertical planes (VP) was generated, going
through the calculated axis of symmetry (VAS) (Fig. 3). Be-
tween the subsequent planes (VP), a horizontal angle interval
(A«) was set. Then, the parameter W was defined, expressing
the value of the width of the selected horizontal strips of the
points (VL). In this way, a selection was made of the points
(P) from the resulting cloud TLS, which fitted within the dis-
tance +W/2 relative to the vertical plane (VP). The next stage
consisted of generating horizontal planes (HP). Only the strips
of the cloud points included in the strips of the points VL were
analyzed. All of the generated horizontal planes (HP) were per-
pendicular to the axis of symmetry (VAS). Between the subse-
quent planes (HP), a vertical distance interval (AH) was set.
Then, the parameter H, expressing the value of the height of
the selected horizontal strips of the points, was defined. For
each subsequent plane, a selection of the points from VL was
made, which fitted within the distance +H/2 relative to the hor-
izontal plane HP. As a result, a grid of groups of points with the
area dimension of WxH and the thickness in the radial direc-
tion, resulting from the properties of the captured point cloud,
was obtained. In the last stage of the calculations, a single
point representing the selected group of points of the cloud
from the area WxH was determined. The problem was solved
by using a median filter within a set group of points for the
distance of VAS - P. Figure 4 graphically presents the effect of
the selection of points.
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6 Selecting a method for modeling imperfec-
tions

It is essential to take into consideration the fact that the data
obtained using the TLS technique and the polar method have
the form of points. This property is of particular importance in
the case of the observed shell structures, where special atten-
tion is paid to deformation processes. These phenomena, by
definition, are characterized by a slow change in the dynamics
of geometry and a relatively large local range. These features
make the geometric imperfections which occur on the shell sur-
face, seen as continuous deformations, discretized by single
geodetic observations. In order to reflect the correct behaviour
of the sampled spatial phenomenon, it seems extremely im-
portant to select a mathematical model interpolating the ob-
served process. For the purposes of modelling shell deforma-
tion, simple models were used, such as the linear interpolation
method (in the scope of a triangle grid), inverse distance and
local polynomial, as well as more advanced methods, including
the method of minimum curvature and Kriging (Davis, 2002; Li
and Heap, 2011; Jin, 2008; Li and Heap, 2014; Isaaks and Srivas-
tava, 1989).

Based on a dense set of points, with the distance between
the points of 0.10 m, forming a regular grid of 1200 horizontal
and 927 vertical sections, a test sample was created with a set
of 400 selected points arranged in 20 horizontal and vertical
strips. Based on the test sample (20x20) for each of the afore-
mentioned modeling methods, a grid model has been created
in the Surfer program by Golden Software, with the dimensions
and distribution of the grid nodes consistent with the param-
eters of the grid of reference points (1200 columns and 927
rows). The basis for the assessment of individual modelling
methods was the level of spatial discrepancies between the gen-
erated numerical model, and the actual shape of the shell (rep-
resented by 1,112,400 points in a grid of 1200 columns and 927
rows). This task was solved by using the residuals functions in
the Surfer program. For each point of the reference set, a dis-
tance was studied with respect to the generated model. In the
case of ideal behaviour of a given modelling method used, these
distances should be equal to zero. For the overall assessment of
the quality of the interpolated spatial model, summaries were
prepared. The following chart presents a comparison of his-
tograms presenting nodal point deviations of individual gener-
ated models with respect to the reference (original) point cloud
(Fig. 5). All of the applied modelling methods showed a certain
degree of discrepancy, mainly resulting from the low density
of the set of points, based on which the modelling was per-
formed. The essence of this comparison is not the value of
the differences in imperfections, but the analysis of the differ-
ences between the models. Comparing the histograms, it can
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be noticed that the models created using local polynomial and
inverse distance functions showed the lowest compliance with
the real model. In order to more precisely verify the nature
of the occurring discrepancies, three transverse horizontal sec-
tions were generated at the heights of 25.00 m, 45.00 m and
65.00 m. Analysis of the section generated at the height of
45.00 m (Fig. 6) confirms that, except for the models for which
the deformations of the grid nodes were interpolated by the lo-
cal polynomial and the inverse distance methods, the applied
modelling methods allowed the nature of the shell deformation
to be precisely reflected. Analysis of the created models also
shows that the maximum deviation of the created models, rel-
ative to the existing state, occurs in the middle of the section
joining the points that were used to build the model (for the
test sample with a set of 400 selected points maximum differ-
ences reached 100 mm at 3sigma level for all of the modelling
methods besides local polynomial). The value of the discrep-
ancies depends on the model used, as well as on the density of
the points used for interpolation.

In order to select the best method for modelling the geomet-
ric imperfections of cooling tower shells, both histograms of
the differences in imperfections, as well as the created horizon-
tal sections, were used. For the purposes of further analyses,
the authors of this paper decided to select the Kriging method
as the optimal method of modelling the observed phenomena.
This choice was dictated by the smallest degree of deviation of
the generated model relative to the actual surface.

7 Analyzing the effect of the point density on
the accuracy of the shell shape deviation
model

Based on the scanning results for further comparisons, a set
of points was selected distributed evenly in the horizontal sec-
tion at 0.3333 g (0.3°), and in the vertical section at 0.100 m.
The selected horizontal interval corresponds to the length of
the arc of the shell at the throat, amounting to 0.107 m. In the
final result, the set of reference points consists of a grid with
the dimensions of 1200 columns and 927 rows. According to
the algorithm presented in the chapter “Generating test sam-
ples of various density” (5), the density of the reference set
was decreased so that the distances between the points were a
multiple of the basic interval, thus forming test sets, whose pa-
rameters have been summarized in the following table (Tab. 1).

In order to verify if the projection of the shell deformation
was true, the density of the samples with enlarged intervals
(Nos. 2-10) was increased to 1200 columns and 927 rows by
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interpolation, using a geostatistical function - Kriging. In or-
der to determine the parameters of the interpolation function
and to calculate geometric imperfections of the shell for nodal
points of the grid, the Golden Software Surfer program was
used. Figure 7 presents an example visualization of the grid
with increased density and dimensions 20x20. For each of the
models generated in this way, differences with respect to the
reference model were calculated (sample 1). The designated
residuals were analysed statistically and the results were pre-
sented in a tabular form (Tab. 2) and in the form of a histogram
(Fig. 8).

It can be noticed that, with the reduction in the density of
the test samples, the level of discrepancies of the created mod-
els relative to the actual surface increases. This is due to a large
number of local deformations in the shell shape which can not
be correctly imaged using a small number of points. A particu-
larly high level of generalization (simplification) of the model
of the shell’s geometric imperfections is visible in the samples
for which the number of horizontal sections is fewer than 80.
This is very important because, for the models with a greater
or equal number of columns, the mean deviation of the model
difference does not change in a significant way. It was also ob-
served that the predominant role in the proper projection of the
model of the studied shell deformation is played by the number
of horizontal sections, rather than by vertical ones. This thesis
is confirmed by the results of the analyses of the following sets
of measurements: 80x80, 80x40, 20x20 and 20x10. Comparing
the pairs of sets with the same number of columns (80 and 20,
respectively), slight changes in descriptive statistics can be ob-
served, and their graphic representation is possible in the form
of a histogram. Despite the use of the modular slab formwork,



Table 1. Characteristics of the test data
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Interval between points in the horizontal plane

Interval in

No. No.ofcols No. of rows No. of points angular shell bottom  shell throat shell top the vertical plane
[gons] [m] [m] [m] [m]

1 1200 927 1112400 0.3333 0.197 0.107 0.112 0.100
2 200 200 40000 2.0000 1.183 0.644 0.671 0.500
3 100 100 10000 4.0000 2.366 1.288 1.341 0.900
4 80 80 6400 5.0000 2.957 1.610 1.677 1.200
5 80 40 3200 5.0000 2.957 1.610 1.677 2.300
6 40 80 3200 10.0000 5.914 3.220 3.354 1.200
7 40 40 1600 10.0000 5.914 3.220 3.354 2.300
8 20 20 400 20.0000 11.828 6.440 6.707 5.000
9 20 10 200 20.0000 11.828 6.440 6.707 10.000
10 10 10 100 £40.0000 23.656 12.881 13.415 10.000

Table 2. Descriptive statistics of the differences in imperfections of the models with the density decreased relative to the reference

model
No. of the original sample 2 3 4 5 6 7 8 9 10
Dimension of the original grid 200X200 100x100 80x80 80X40  40X80  4O0X40 20X20 20X10 10X10
Avg distance [mm] 0.0 0.0 -0.6 -0.1 -2.8 -1.6 -2.3 -1.6 -4.3
Avg absolute distance [mm)] 2.8 A 5.3 5.9 10.9 11.2 24.2 25.7 40.7
STD of distance [mm] 3.7 5.7 6.9 7.6 15.0 15.4 32.1 33.6 54.6
STD of absolute distance [mm)] 2.4 3.7 4.5 4.9 10.7 10.7 21.2 21.8 36.6
Median [mm] 0.0 0.1 -0.4 0.0 -1.8 -0.6 -2.1 -2.2 -3.0
Min. [mm] -27.6 -37.2 -41.4 -43.6  -103.2 -101.7 -149.4 -153.2 -244.8
Max. [mm] 40.4 L4.7 54.6 55.9 79.7 73.4 149.4 168.2 244.8
Dispersion[mm] 68.0 82.0 96.0 99.5 182.9 175.1 298.8 321.4 489.6
Lower quartile [mm] -2.2 -3.5 -4.7 -4.8 -10.1 -9.3 -21.3 -22.5 -34.8
Upper quartile [mm] 2.2 3.4 3.7 4.7 5.2 7.0 15.2 17.3 26.7
STD - standard deviation
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Figure 9. Map of the residuals for Model No. 8 (size 20x20) with S ggiig
respect to the reference model g7 80x80
50 —— 100x100
200x200
the conformity of maintaining the shape in the vertical plane is »
much higher than in the horizontal section. For the purpose of 5 0
interpreting the obtained results more easily, differential mod- _
els of successive sets of data (models 2-10) were also prepared, kS 2

with respect to the reference set. A model of the differences
for Model No. 8 (the original size of 20x20) is presented in
Figure 9. For each model of deviations, three horizontal sec-
tions intersecting the shell at the height of 25.00 m, 45.00 m
and 65.00 m were performed. Figure 10 contains a fragment of
the graph of the differences in geometric imperfections of the
individual models at the height of 45.00 m.

Based on the generated maps of differences in imperfections
(Fig. 9), as well as horizontal sections (Fig. 10), it can be con-
firmed that the analysed shell has a large number of high fre-
quency waves. Detailed analysis of the maps of differences in
generated models with respect to the actual surface shows that
they occur, in particular, in the horizontal sections.

50 —

75 T - T

100 110 120 130 140 150 160

Azimuth [gons]

170 180 190 200

Figure 10. A fragment of the graph of the differences in geometric
imperfections of the individual models at the height of
45m
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Table 3. Descriptive statistics of differences in model imperfections, depending on the density of the grid and spatial distribution of the

points on the cooling tower shell

Data set 40X40 80x40 80x80

Turn ¢ [grad] 0 2.5 5 7.5 0 1.25 2.5 3.75 0 1.25 2.5 3.75
Avg distance [mm] -1.6 0.5 2.2 0.0 -0.1 -0.1 0.1 -0.4 -0.6 -0.6 -0.4 -0.8
Avg abs. distance [mm] 11.2 10.5 10.3 10.9 5.9 6.0 5.9 5.9 5.3 5.3 5.3 5.2
STD of distance [mm] 15.4 14.0 13.5 14.8 7.6 7.7 7.6 7.6 6.9 7.0 6.9 6.8
STD of abs. distance [mm] 10.7 9.3 9.0 10.0 4.9 4.9 4.8 4.8 4.5 4.5 4.5 4.t
Median [mm] -0.6 0.5 1.8 0.1 0.0 0.0 0.2 -0.2 -0.4 -0.4 -0.3 -0.6
Min. [mm] -101.7 -76.1 -78.5 -83.6 -43.6 -47.1 -48.6 -41.6 -41.4 -45.7 -45.5 -42.1
Max. [mm] 73.4 73.9 80.7 85.6 55.9 47.6 55.1 61.6 54.6 50.1 51.5 64.8
Dispersion [mm)] 175.1  150.0 159.2  169.2 99.5 94.7 103.7 103.2 96.0 95.8 97.0 106.9
Lower quartile [mm] -9.3 -7.5 -5.8 -7.9 -4.8 -4.9 -4.6 -5.1 -4.7 -4.7 -4.5 -4.8
Upper quartile [mm] 7.0 8.4 9.8 8.1 4.7 4.7 5.0 A 3.7 3.7 3.8 3.4

STD - standard deviation

08%
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Figure 11. Histogram of differences between models depending on
the grid density and spatial distribution of the points

8 Assessing the effect of the measuring grid
distribution on the imperfection model

Another analysis of the measurement material was performed
in order to obtain information concerning whether the spa-
tial distribution of a grid of points with the same density, ob-
served on the studied shell of the cooling tower, significantly
affects the value of the determined model of imperfection. This
task was carried out by comparing the differences in the values
of imperfection for the test samples with the same geometric
characteristics (grid density) but variable spatial distribution
of the points on the shell.

Three reference grid densities were selected: 80x80, 80x40
and 40x40. These grids were of particular interest as they could
be a sought optimum in surveying. With respect to the analysed
grid of points, additional selections of the sets of points were
made. The differentiating factor for the selected sets of points
in a given grid was their spatial position on the observed struc-
ture. During the selection process, for successive sets of points,
the selection algorithm was turned around the vertical axis of
symmetry of the analysed structure. The step of ¢ was as fol-
lows: Ax/4, where A« was the interval in the angular measure
between the measuring horizontal of the reference set of points.
In this way, three groups of test samples were obtained. Each
of them consisted of four sets of points with identical geomet-
ric properties, but with different positions. The new sets of
points, just as the reference sets, were subjected to an analo-
gous calculation scheme. In particular, the value of the spatial
discrepancy between the model obtained for the reference set
(1200 x 927) and the model based on the analysed test sam-
ple were studied. For this purpose, statistical parameters were
calculated, describing the observed phenomena as well as the
histograms of deviations of the test model with respect to the
reference model. The histogram in Figure 11 and the summary

Table 3 present the results obtained for all the analysed sets of
points.

For the 80x80 group, the maximum mutual differentiation
between the determined standard deviations did not exceed
0.2 mm. A similar scale of deviations was demonstrated by
other statistical parameters calculated for this group of points.
The histograms of distance of the reference set, relative to suc-
cessively obtained models of test samples, coincided through-
out the whole observed range. The calculation results obtained
for the set of points of the remaining grid densities (80x40 and
40x40) demonstrated coherence with the results obtained for
the 80x80 group. In addition, it was noticeable that, with the
decreasing density of the point grid, the mutual differentiation
of the results increased. This could be seen on the example of
standard deviation modes. In the case of the 80x80 and 80x40
point grids, the maximum mutual differences of this parame-
ter were 0.1 mm. In contrast, for the 40x40 grid, the mutual
differences increased to 1.7 mm. Based on the obtained results,
it can be seen that within each of the three groups of point
grids, there are small mutual differentiations of the main sta-
tistical parameters, as well as a slight deviation of the distance
histograms. This may prove the similar behaviour of the gener-
ated deformation models based on the test samples with iden-
tical geometric properties but with a different position. These
conclusions confirm the lack of randomness in the results ob-
tained for the reference sets of points. There are reasonable
grounds to believe that, for the analysed measurement struc-
ture, the use of a measuring grid with the geometric properties
which are such as in the discussed research samples, will allow
correct results to be obtained regardless of the spatial distribu-
tion of the grid points on the cooling tower shell.

9 Comparing the method of terrestrial laser
scanning and the 3D polar measurement

In order to verify the suitability of the terrestrial laser scanning
method for the purpose of conducting measurements of shell
structure deformations, the precision of the obtained geomet-
ric imperfections should be evaluated. In the case of measur-
ing a dense point cloud, the modelling errors should be consid-
ered negligible, and the permissible mean error of determining
imperfections is expressed by the formula (9). If, as a result
of the measurement, a cloud of low density is generated, re-
quiring a further increase of its density in the subsequent step,
the permissible mean error of determining deformation is ex-
pressed by the formula (11). In the case of the discussed cool-
ing tower, whose thickness of the thinnest part is 140 mm, the
above mean errors amount to +7 mm and +3.5 mm.

By means of the fact that the performed scanning measure-
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Table 5. Comparing the polar method with the laser scanning method
(averaging the points)

Imperfections of laser
scanning determined as

Azimuth [gons]

Figure 12. Map of imperfection differences determined by the polar
method and TLS

Table 4. Descriptive statistics of the set of differences in imperfec-
tions between the polar and the scanning measurement

Statistics the arithmetic mean of
a set of points

Intherange In therange

of 0.100 m of 0.200 m
Avg number of averaged points 28 113
Mean diff.” of imperfection [mm] -4.0 -4.0
STD of imperfection diff.” [mm] 4.6 4.8
Median [mm] -3.6 -3.7
Min. [mm] -16.8 -18.0
Max. [mm] 7.3 6.9
Dispersion [mm] 24.1 24.9
Lower quartile [mm] -7.3 -7.4
Upper quartile [mm] -0.4 -0.4

STD - standard deviation
* 4.
difference

Statistics Value

[mm]

Mean difference of imperfection -3.9
STD of imperfection differences 4.7
Median -3.4
Min. -18.8
Max. 10.1
Dispersion 28.9
Lower quartile -7.2
Upper quartile -0.5

STD - standard deviation

ments were tied to the coordinate system of the total station
measurement, it was possible to compare the determined de-
formations for both of these measurements. For each point de-
termined in the reflectorless manner (measured in the 20x20
grid) a corresponding point in the point cloud was found, and
the value of the geometric imperfection of the shell shape was
calculated for both of them. A statistical description of the set
of differences in imperfections determined by both measuring
techniques is summarized in Table 4.

For the evaluation of the spatial distribution of the differ-
ences, their graphical presentation was also prepared, in the
form of the development of the shell surface on the plane
(Fig. 12). Based on the analysis of the map of imperfection
differences (Fig. 12), it can be observed that the differences
in measurement values between the method of laser scanning
and the 3D polar method increase with the height of the shell.
Up to a height of 50 m, the standard deviation is +3.9 mm,
while higher - it is £8.1 mm. The obtained deviations are not
considered to be noise, which excludes random measurement
errors or errors associated with determining the orientation pa-
rameters of the scanner positions. Attention should be paid to
the relatively small number of local interferences between the
measurements (at the 2% level). They may be due to the lo-
cal shell failures (e.g. stepwise performance errors that occur
at the edges of modular slab formwork) or measurement er-
rors (measurement noise). The accuracy and reliability of the
polar measurement method was confirmed by measuring one
section from two measurement stations, which was +4 mm.
In order to check the noise level for the laser scanning method,
for each point determined by the classical surveying technique,
the value of imperfection was calculated by the method of laser
scanning in a different way. Namely, it was determined as the
average of all the cloud points located at a distance of 0.100
m and 0.200 m from the point measured with the reflectorless
total station. Table 5 presents descriptive statistics for compar-
ing these generated models. When comparing the determined
imperfection deviations with the results shown in Table 4, a

slight change in the dispersion value of the imperfection dif-
ferences (of about 4 mm) could be noted, as well as a constant
value of standard deviation of the imperfection differences with
respect to the polar method. This means that the used laser
scanner is characterized by a low noise level, and the use of a
low pass filter does not substantially improve the precise of the
model.

Considering that the standard deviation of the imperfection
differences determined in Table 4 and Table 5 results from the
error in both performed measurements, the obtained values are
much higher than the values resulting from the formula (11),
based on which the mean error of measurement for this specific
case should not exceed +3.5 mm. It should be noted, however,
that the experiment proved that a reasonable consistency be-
tween the two measurements was obtained for the lower part
of the shell. Applied method of measurement, the laser scan-
ner, and the post-processing algorithm of the scanner data,
allow experts to obtain the necessary accuracy required while
evaluating the technical condition of the tested shell.

10 Conclusions

Among the imperfection models generated by linear interpo-
lation (in the scope of a triangle grid), inverse distance and
local polynomial, as well as the minimum curvature method
and Kriging, only the minimum curvature method and Krig-
ing properly reflected the values of imperfection. Both meth-
ods showed a mutually comparable degree of discrepancies be-
tween the model and the actual shape of the shell.

Among the models generated from the point grids with de-
creased density, and the model discrepancies referred to the
reference model (the 1200x927 grid), smaller than the permis-
sible mean error occurred for the grids with the number of
columns and rows at least equal to 80x80. Analyzing the de-
scriptive statistics of the sets with the same number of columns
(80 and 20, respectively), it was noted that the number of hor-
izontal sections, rather than vertical ones, played the predom-
inant role in the proper projection of the deformation model of
the test shell.

For the measured point grids that meet the accuracy crite-
rion imposed by the model (9), no significant changes were ob-
served in the precision of modeling imperfections at different
options of their distribution on the test structure (e.g. for the
four 80x80 grids, standard deviations of the average mode of
imperfection differ by 0.2 mm). Naturally, the grids with lower
density, 40x40, exhibit a coherent relationship, but larger dis-
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crepancies in the values of descriptive statistics. There are rea-
sonable grounds to believe that, for the analyzed measurement
structure, the use of a measuring grid with the geometric prop-
erties such as the ones in the discussed research samples, will
allow correct results to be obtained regardless of the spatial
distribution of the grid points on the cooling tower shell.

A comparison of the imperfection values, determined in the
discrete points measured by the polar method and the same
ones selected from the TLS, demonstrates the compliance at
the level of +£3.9 mm up to a height of 50 m; higher these val-
ues increase to +8.1 and are not considered to be noise. This
indicates the occurrence of the error of scale between the two
methods, which occurs with sharp vertical angles. While subse-
quent measurements are performed with the same device, the
scale error will not matter; the problem occurs with the change
in the methods or measurement tools. The descriptive statis-
tics obtained from the analysis demonstrated that it was in-
significant whether the point selected from a cloud was single
or averaged from the adjacent area (10x10 cm and 20x20 cm),
which means that the used scanner has a low noise level.

When measuring with the laser scanning method, the resul-
tant cloud is so dense that additional increasing of its density
by modeling methods is not required. In this case, the per-
missible mean error of determining imperfections can be cal-
culated from the formula (9), and for the structure in question
it is +7 mm. With this assumption, the obtained standard devi-
ation values confirm the possibility of using the laser scanning
method for measuring shell deformations of the hyperboloid
cooling towers.
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