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Abstract. A permutation of length n may be represented, equivalently, by a sequence a1a2 · · · an satisfying 0 ≤ ai < i
for all i, which is called an inversion sequence. In analogy to the usual case for permutations, the pattern avoidance
question is addressed for inversion sequences. In particular, explicit formulas and/or generating functions are derived
which count the inversion sequences of a given length that avoid a single pattern of length three. Among the sequences
encountered are the Fibonacci numbers, the Schröder numbers, and entry A200753 in OEIS. We make use of both
algebraic and combinatorial methods to establish our results. An explicit bijection is given between two of the avoidance
classes, and in three cases, the kernel method is used to solve a functional equation satis�ed by the generating function
enumerating the class in question.
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1 Introduction

The pattern avoidance problem for permutations has been extensively studied from various perspectives
in both enumerative and algebraic combinatorics; see, e.g., [5] and the references contained therein. The
comparable problem has also been considered on other discrete structures such as words, compositions,
and set partitions. Suppose a permutation σ of [n] = {1, 2, . . . , n} is represented as a word σ =
σ1σ2 · · ·σn wherein σ(i) = σi for each i. A permutation τ of shorter length is often referred to as a
pattern. In the usual setting, the permutation σ is said to contain the pattern τ if it has a subsequence
that is order isomorphic to τ . Otherwise, it is said that σ avoids τ . Knuth [6] showed that for any
τ ∈ S3, the number of permutations of length n that avoid τ is given by the Catalan number Cn.
Results concerning the avoidance of a subset of S3 were later established by Simion and Schmidt [10].

Another notion of pattern avoidance for permutations involves �rst writing a permutation as a
product of disjoint cycles, then erasing the brackets enclosing the cycles, and �nally considering the
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question of avoidance on the resulting word. See [8], where results concerning this type of avoidance
are derived for any subset of S3. The notion is similar to one initially introduced by Callan [2] on
set partitions wherein blocks are ordered canonically (according to the size of smallest elements) and
brackets are erased giving rise to a permutation on which the avoidance question can be addressed.

Here, we consider yet another de�nition of avoidance for permutations using a di�erent represen-
tation which we now describe. By an inversion in a permutation σ = σ1σ2 · · ·σn, we will mean an
ordered pair (r, s) such that 1 ≤ r < s ≤ n and σr > σs. Given i ∈ [n], let ai denote the number of
entries j of σ to the right of i such that j < i. The word s = a1a2 · · · an is called the inversion table

of the permutation σ (see, e.g., [12, p. 21]). Note that 0 ≤ ai < i for all i and that the total number
of inversions of σ is

∑n
i=1 ai. Given the inversion table s, one can reconstruct the permutation σ by

initially writing the number 1 and subsequently inserting i = 2, 3, . . . , n so that exactly ai numbers
smaller than i occur to the right of i. Thus, forming the inversion table de�nes a one-to-one corre-
spondence between permutations of length n and sequences a1a2 · · · an such that 0 ≤ ai < i for all i,
which are known as inversion sequences (see, e.g., [9]).

In this paper, we consider the problem of pattern avoidance on permutations, represented as in-
version sequences. In particular, we address the question of avoiding a single permutation pattern
of length three by inversion sequences. Here, we will represent the usual patterns by non-negative
instead of positive integers. For example, the inversion sequence s = 01031461 avoids the pattern 201
but has three occurrences of 120, namely, the subsequences 341, 361 and 461 (note that subsequences
may or may not contain consecutive numbers). On the other hand, the corresponding permutation
σ = 74621583 contains twelve occurrences of the pattern 312 and eight occurrences of 231. In what
follows, we will represent the set of inversion sequences of length n which avoid the pattern τ by ISn(τ).

In the subsequent sections, we will determine explicit formulas and/or generating functions for the
number of inversion sequences avoiding any pattern τ ∈ S3 in all but one case. Among the sequences
encountered are the odd-indexed Fibonacci numbers, the (large) Schröder numbers, and entry A200753
of [11]. An explicit bijection is given showing the equivalence of avoiding 201 and 210. Our results are
related to recent work of Chen et al. [3] concerning the distribution of ascents on inversion sequences.

For three of the patterns, to �nd |ISn(τ)|, we �rst re�ne this number by describing two statistics on
ISn(τ), and letting un,m,c denote the number of members of ISn(τ) for which the values of the pair of
statistics arem and c. We write a recurrence for un,m,c, which we convert into functional equation form.
We then make use of the kernel method [4] to solve the functional equation and thereby determine
|ISn(τ)|. Finding appropriate statistics on ISn(τ) for which the above strategy could be implemented
often was not an easy step and depended on τ . We refer the reader to a paper of Zeilberger [13] for
a further description and examples of this strategy of re�nement in �nding an explicit formula for an
unknown sequence.

2 The case 012

Let Fn denote the Fibonacci number having recurrence

Fn = Fn−1 + Fn−2, n ≥ 2,

with the initial values F0 = 0 and F1 = 1.

Theorem 2.1 If n ≥ 1, then |ISn(012)| = F2n−1.
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Proof. If n ≥ 2, then let An denote the number of 012-avoiding inversion sequences not consisting of all
zeros. One can determine a formula for An as follows by considering the position i of the �rst non-zero
number j within π ∈ ISn(012), where 1 ≤ j < i ≤ n. Note that all non-zero numbers to the right of
position i must form a weakly decreasing sequence in [j], for otherwise there would be an occurrence of
012. Suppose that there are exactly k zeros to the right of position i within an enumerated sequence
π. Then there are

(
n−i
k

)
choices for the positions of these zeros, and once those positions have been

decided upon,
(
n−i−k+j−1

j−1
)
choices for the non-zero letters to the right of the i-th position (as they

would correspond to non-negative integer solutions of the equation x1 + x2 + · · · + xj = n − i − k).
Since the �rst i− 1 letters must all be zero, it follows that

An =
n∑

i=2

i−1∑
j=1

n−i∑
k=0

(
n− i
k

)(
n− i− k + j − 1

j − 1

)
, n ≥ 2.

Note that if 2 ≤ i ≤ n, then

i−1∑
j=1

n−i∑
k=0

(
n− i
k

)(
n− i− k + j − 1

j − 1

)
=

n−i∑
k=0

(
n− i
k

) i−1∑
j=1

(
n− i− k + j − 1

n− i− k

)

=
n−i∑
k=0

(
n− i
k

)(
n− k − 1

n− i− k + 1

)
,

by virtue of the identity
∑n

r=m

(
r
m

)
=
(
n+1
m+1

)
, which implies

An =

n∑
i=2

n−i∑
k=0

(
n− i
k

)(
n− k − 1

n− i− k + 1

)
, n ≥ 2.

To determine An, we now compute its generating function:

∑
n≥2

Anx
n =

∑
n≥2

xn
n∑

i=2

n−i∑
k=0

(
n− i
k

)(
n− k − 1

n− i− k + 1

)
=
∑
n≥2

xn
n∑

i=2

n−i∑
`=0

(
n− i
`

)(
i+ `− 1

`+ 1

)

=
∑
i≥2

∑
`≥0

(
i+ `− 1

`+ 1

) ∑
n≥i+`

(
n− i
`

)
xn =

∑
i≥2

∑
`≥0

(
i+ `− 1

`+ 1

)
xi+`

(1− x)`+1

=
∑
`≥0

x

(1− x)`+1

∑
i≥2

(
i+ `− 1

`+ 1

)
xi+`−1 =

∑
`≥0

x`+2

(1− x)2`+3

=
x2

(1− x)(1− 3x+ x2)
.
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Thus, we have

∑
n≥1
|ISn(012)|xn =

x

1− x
+
∑
n≥2

Anx
n =

x

1− x
+

x2

(1− x)(1− 3x+ x2)

=
x(1− x)

1− 3x+ x2
=
∑
n≥1

F2n−1x
n,

by the generating function formula for the sequence F2n−1 (see, e.g., A001519 in [11]), which completes
the proof.

3 The kernel method and restricted inversion sequences

For the patterns featured in this section, we make use of the kernel method to determine an explicit
formula for the generating function enumerating members of the avoidance class in question.

3.1 The case 021

In order to determine its cardinality, we �rst re�ne the set consisting of 021-avoiding inversion sequences
of length n as follows. Let An,m,` denote the set of 021-avoiding inversion sequences of length n in
which the largest letter is m and the last letter is `. Note that ISn(021) = ∪m,`An,m,`.

Let an,m,` = |An,m,`| if 0 ≤ ` ≤ m < n, and put an,m,` = 0 otherwise. For example, if n = 5,
m = 2, and ` = 0, then a5,2,0 = 8, the enumerated sequences being 0x020, 0x120, 0x200, and 0x220,
where x = 0, 1. The array of numbers an,m,` may be determined recursively as follows.

Lemma 3.1 If n ≥ 2, then

an,m,0 =
m∑
j=0

an−1,m,j , 0 ≤ m ≤ n− 1, (1)

and

an,m,m =
m∑
i=0

i∑
j=0

an−1,i,j , 1 ≤ m ≤ n− 1, (2)

with an,m,` = 0 if 1 ≤ ` < m < n and a1,0,0 = 1.

Proof. The last two statements follow easily from the de�nitions since an inversion sequence whose
�nal letter is positive and strictly less than the largest letter always contains an occurrence of the
pattern 021. Next observe that deletion of the last letter of π ∈ An,m,0, which is seen to be extraneous
concerning the avoidance of 021, results in a member of An−1,m,j for some 0 ≤ j ≤ m, which implies
(1). Finally, if 1 ≤ m ≤ n − 1, then deletion of the last letter of π ∈ An,m,m results in a member
of An−1,i,j for some 0 ≤ i ≤ m and 0 ≤ j ≤ i. Summing over i and j gives (2) and completes the
proof.
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If n ≥ 1 and 0 ≤ m < n, then let

an,m(v) =
m∑
j=0

an,m,jv
j .

If n ≥ 1, then let

an(u, v) =

n−1∑
m=0

an,m(v)um.

De�ne the generating function f(x;u, v) by

f(x;u, v) =
∑
n≥1

an(u, v)x
n.

Then f(x;u, v) satis�es the following functional equation.

Lemma 3.2 We have

f(x;u, v) =
x− 2x2

1− x
+ xf(x;u, 1) +

x

1− uv
f(x;uv, 1)− xuv

1− uv
f(xuv; 1, 1). (3)

Proof. By recurrences (1) and (2), we have

an,m(v) = an−1,m(1) + vm
m∑
i=0

an−1,i(1), 1 ≤ m < n, (4)

with an,0(v) = an,0,0 = 1 if n ≥ 1. Multiplying both sides of (4) by um and summing over 1 ≤ m < n
gives

an(u, v) = 1 +
n−1∑
m=1

an−1,m(1)um +
n−1∑
m=1

(uv)m
m∑
i=0

an−1,i(1)

= 1 + (−1 + an−1(u, 1)) +

(
−1 +

n−1∑
i=0

an−1,i(1)

n−1∑
m=i

(uv)m

)

= −1 + an−1(u, 1) +

n−1∑
i=0

an−1,i(1)

(
(uv)i − (uv)n

1− uv

)
= −1 + an−1(u, 1) +

1

1− uv
an−1(uv, 1)−

(uv)n

1− uv
an−1(1, 1), n ≥ 2. (5)

Multiplying both sides of (5) by xn and summing over n ≥ 2 yields

f(x;u, v)− x = − x2

1− x
+ xf(x;u, 1) +

x

1− uv
f(x;uv, 1)− xuv

1− uv
f(xuv; 1, 1),

which completes the proof.
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Let sn denote the n-th Schröder number. Recall that

∑
n≥0

snx
n =

1− x−
√
1− 6x+ x2

2x
;

see, e.g., A006318 in [11]. Equivalently, the sequence sn is determined by the recurrence

(n+ 1)sn = 3(2n− 1)sn−1 − (n− 2)sn−2, n ≥ 2,

along with the initial values s0 = 1 and s1 = 2. The next result provides a new combinatorial inter-
pretation of the Schröder numbers.

Theorem 3.3 If n ≥ 1, then |ISn(021)| = sn−1.

Proof. Letting v = 1 in (3) implies(
1− x− x

1− u

)
f(x;u, 1) =

x− 2x2

1− x
− xu

1− u
f(xu; 1, 1). (6)

Applying the kernel method (see [4]) and setting u = 1−2x
1−x in (6) cancels out the left-hand side and

gives

f

(
x(1− 2x)

1− x
; 1, 1

)
=

x

1− x
. (7)

If y = x(1−2x)
1−x , then solving for x in terms of y gives

x =
1 + y −

√
1− 6y + y2

4
,

where we have chosen the negative root since f(0; 1, 1) = 0.

Replacing x(1−2x)
1−x with y in (7) then yields∑

n≥1
|ISn(021)|yn = f(y; 1, 1) =

x

1− x

=
1 + y −

√
1− 6y + y2

3− y +
√

1− 6y + y2

=
1− y −

√
1− 6y + y2

2

=
∑
n≥1

sn−1y
n,

which completes the proof.
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Remark. In view of Theorem 3.3, we leave as a challenge to the reader the task of �nding a
bijection between ISn(021) and the set of Schröder paths of semilength n − 1, i.e., the set of lattice
paths from the origin to the point (2n − 2, 0) using (1, 1), (1,−1), and (2, 0) steps and never dipping
below the x-axis.

It is possible to �nd an explicit formula for the solution to the functional equation (3). Using the
expression found in the previous proof for f(x; 1, 1) in (6) yields

f(x;u, 1) =
x(2− 4x− 3u+ 5xu+ xu2 − x2u2)

2(1− x)(1− 2x+ (x− 1)u)
+
xu
√
1− 6xu+ x2u2

2(1− 2x+ (x− 1)u)
.

We observe that the coe�cient of xnum in f(x;u, 1) is given by sequence A145035 in [11]. Substituting
this formula for f(x;u, 1) into the functional equation (3) shows that it has a unique solution f(x;u, v)
given by

f(x;u, v) =
x(1− 2x)(2− 4x− 2u+ xu+ 3x2u+ x2u2 − x3u2)
2(1− x)(1− 2x+ (x− 1)u)(1− 2x+ (x− 1)uv)

− xu(3− 9x− 3u+ 5xu+ 6x2 + x2u2 − x3u2)v
2(1− 2x+ (x− 1)u)(1− 2x+ (x− 1)uv)

+
x2u2(1− x)v2

2(1− 2x+ (x− 1)uv)

+
x2u
√
1− 6xu+ x2u2

2(1− 2x+ (x− 1)u)
+
x(1− x)uv

√
1− 6xuv + x2u2v2

2(1− 2x+ (x− 1)uv)
.

3.2 The case 102

To determine the number of 102-avoiding inversion sequences of length n, we re�ne the set consisting
of these sequences as follows. If 0 ≤ m < ` ≤ n, then let Bn,m,` denote the set of 102-avoiding inversion
sequences of length n in which the largest letter is m with the left-most occurrence of m in position `.
Note that ISn(102) = ∪m,`Bn,m,`.

Let bn,m,` = |Bn,m,`| if 0 ≤ m < ` ≤ n, and put bn,m,` = 0 otherwise. For example, if n = 4,
m = 2, and ` = 4, then b4,2,4 = 3, the enumerated sequences being 0002, 0012, and 0112. The array of
numbers bn,m,` may be de�ned recursively as follows.

Lemma 3.4 If 1 ≤ m < ` ≤ n, then

bn,m,` =
n−1∑
i=`

bn−1,m,i +
m−1∑
j=0

n−1∑
i=`−1

bn−1,j,i +
m−1∑
j=0

`−2∑
i=1

bn−i−1,j,`−i−1, (8)

with bn,0,` = δ`,1 for 1 ≤ ` ≤ n.

Proof. The initial condition whenm = 0 follows easily from the de�nitions. To show (8), �rst note that
if m occurs more than once within a member of Bn,m,`, then the left-most m is extraneous concerning
avoidance of 102. Deletion of this m then results in a member of Bn−1,m,i for some ` ≤ i ≤ n−1, which
implies that there are

∑n−1
i=` bn−1,m,i members of Bn,m,` where the letter m occurs more than once.

Suppose now that the letter m occurs only once within π ∈ Bn,m,` and that the second largest
letter of π is j. First assume that the left-most occurrence of j within π is either in position `− 1 (i.e.,
just to the left of the m) or in positions ` + 1 through n, inclusive. In each of these cases, the m is
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extraneous since the �rst `− 2 letters of π are governed by a j either coming just before m or at some
point after m. Deletion of m from π then results in a member of Bn−1,j,i for some 0 ≤ j ≤ m− 1 and
`− 1 ≤ i ≤ n− 1, and summing over these indices gives the second term in (8). On the other hand, if
the left-most j of π occurs in positions 1 through ` − 2, then each letter between the left-most j and
m must also be a j, by de�nition of j, for otherwise there would be an occurrence of 102, which is not
possible. Therefore, deletion of m as well as all i letters (equal to j) that occur between the left-most
j and m results in a member of Bn−i−1,j,`−i−1 for some 0 ≤ j ≤ m − 1 and 1 ≤ i ≤ ` − 2. Summing
over all j and i gives the third term on the right-hand side of (8) and completes the proof.

If n ≥ 2 and 2 ≤ ` ≤ n, then let

bn,`(u) =

`−1∑
m=1

bn,m,`u
m,

with bn,1(u) = 0. If n ≥ 2, then let

bn(u, v) =

n∑
`=2

bn,`(u)v
`,

with b1(u, v) = 0. De�ne the generating function g(x;u, v) by

g(x;u, v) =
∑
n≥2

bn(u, v)x
n.

Then g(x;u, v) satis�es the following functional equation.

Lemma 3.5 We have

g(x;u, v) =
x2uv2

(1− x)(1− xv)(1− xuv)
+

xv

(1− v)(1− uv)
g(x;uv, 1)

+
xu2v2(1− x)

(1− u)(1− uv)(1− xuv)
g(x; 1, uv) +

xv(u− 1 + xv − uv)
(1− u)(1− v)(1− xv)

g(x;u, v). (9)

Proof. Multiplying both sides of (8) by umv` and summing over 1 ≤ m < ` ≤ n will yield a recurrence
satis�ed by the polynomials bn(u, v). We �rst must simplify the following three sums, which come from
the �rst, second, and third terms, respectively, in (8):

n−1∑
m=1

um
n∑

`=m+1

v`
n−1∑
i=`

bn−1,m,i =
n−1∑
m=1

um
n−1∑

i=m+1

bn−1,m,i

i∑
`=m+1

v`

=
v

1− v

(
n−1∑
m=1

(uv)m
n−1∑

i=m+1

bn−1,m,i −
n−1∑
m=1

um
n−1∑

i=m+1

bn−1,m,iv
i

)

=
v

1− v

(
n−1∑
i=2

bn−1,i(uv)−
n−1∑
i=2

bn−1,i(u)v
i

)
=

v

1− v
(bn−1(uv, 1)− bn−1(u, v)),
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n∑
`=2

v`
`−1∑
m=1

um
m−1∑
j=0

n−1∑
i=`−1

bn−1,j,i =

n∑
`=2

v`
`−2∑
j=0

n−1∑
i=`−1

bn−1,j,i

`−1∑
m=j+1

um

=
n−2∑
j=0

n∑
`=j+2

v`
n−1∑
i=`−1

bn−1,j,i
uj+1 − u`

1− u

=
u

1− u

n−1∑
i=1

i−1∑
j=0

bn−1,j,iu
j

(
vj+2 − vi+2

1− v

)

− 1

1− u

n−1∑
i=1

i−1∑
j=0

bn−1,j,i

(
(uv)j+2 − (uv)i+2

1− uv

)

=
uv2

(1− u)(1− v)

(
n−1∑
i=1

(bn−1,i(uv) + δi,1)−
n−1∑
i=1

(bn−1,i(u) + δi,1)v
i

)

− u2v2

(1− u)(1− uv)

(
n−1∑
i=1

(bn−1,i(uv) + δi,1)−
n−1∑
i=1

(bn−1,i(1) + δi,1)(uv)
i

)

= uv2 +
uv2

(1− v)(1− uv)
bn−1(uv, 1) +

u2v2

(1− u)(1− uv)
bn−1(1, uv)

− uv2

(1− u)(1− v)
bn−1(u, v),

and

n∑
`=2

v`
`−1∑
m=1

um
m−1∑
j=0

`−2∑
i=1

bn−i−1,j,`−i−1 =
n∑

`=2

v`
`−2∑
i=1

`−2∑
j=0

bn−i−1,j,`−i−1
uj+1 − u`

1− u

=
u

1− u

n∑
`=2

v`
`−2∑
i=1

(bn−i−1,`−i−1(u) + δi,`−2)

− 1

1− u

n∑
`=2

(uv)`
`−2∑
i=1

(bn−i−1,`−i−1(1) + δi,`−2)

=
u

1− u

n−2∑
i=1

vi+1
n∑

`=i+2

(bn−i−1,`−i−1(u) + δ`,i+2)v
`−i−1

− 1

1− u

n−2∑
i=1

(uv)i+1
n∑

`=i+2

(bn−i−1,`−i−1(1) + δ`,i+2)(uv)
`−i−1

=
u

1− u

n−2∑
i=1

(bn−i−1(u, v) + v)vi+1 − 1

1− u

n−2∑
i=1

(bn−i−1(1, uv) + uv)(uv)i+1.
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Combining the three sums above then yields the recurrence

bn(u, v) = uv2 +
v

(1− v)(1− uv)
bn−1(uv, 1) +

u2v2

(1− u)(1− uv)
bn−1(1, uv)

+
v(u− 1− uv)
(1− u)(1− v)

bn−1(u, v) +
u

1− u

n−2∑
i=1

(bn−i−1(u, v) + v)vi+1

− 1

1− u

n−2∑
i=1

(bn−i−1(1, uv) + uv)(uv)i+1, n ≥ 2, (10)

with b1(u, v) = 0. Multiplying both sides of (10) by xn and summing over n ≥ 2 yields

g(x;u, v) =
x2uv2

1− x
+

xv

(1− v)(1− uv)
g(x;uv, 1) +

xu2v2

(1− u)(1− uv)
g(x; 1, uv)

+
xv(u− 1− uv)
(1− u)(1− v)

g(x;u, v)

+
x2uv2

1− u

(
1

1− xv
g(x;u, v)− u

1− xuv
g(x; 1, uv) +

xv(1− u2 − xuv + xu2v)

(1− x)(1− xv)(1− xuv)

)
,

which gives the desired result.

It is possible to express the functional equation in the prior lemma in a more convenient form.

Lemma 3.6 We have

g(x; v, 1) =
v2(1− x)(1− w)
(v − w)(1− xv)

g(x; 1, v)− xv(1− v)(1− w)
(1− x)(1− xv)(1− xw)

, (11)

where w = w(x, v) satis�es the cubic equation

(x2 − x)w3 + w2 − (1 + v)w + v = 0. (12)

Proof. We apply the kernel method and set the coe�cients of g(x;u, v) on both sides of equation (9)
equal. Solving for u = u(x, v) in terms of x and v gives

u = 1 +
xv2(x− 1)

v − 1
. (13)

Let α(x, v) be de�ned by

α(x, v) = uv = v +
xv3(x− 1)

v − 1
,

which we'll denote by α. Substituting the expression for u given in (13) into (9), and simplifying,
yields

g(x;α, 1) =
α2(1− x)(1− v)
(α− v)(1− xα)

g(x; 1, α)− xα(1− α)(1− v)
(1− x)(1− xα)(1− xv)

. (14)

Note that α(x,w) = v, where w = w(x, v) is de�ned by (12). Replacing v with w on both sides of (14)
then gives (11).



PATTERN AVOIDANCE IN INVERSION SEQUENCES 167

Theorem 3.7 The generating function A(x) = g(x; 1, 1) + 1
1−x satis�es

A(x) = 1 + (x− x2)A(x)3. (15)

Thus, the number of 102-avoiding inversion sequences of length n is given by the formula

n∑
m=dn

2
e

(−1)n−m

2m+ 1

(
3m

m

)(
m

n−m

)
, n ≥ 0.

Proof. Note that g(x; 1, 1) is the generating function which counts all 102-avoiding inversion sequences
except those consisting of a (possibly empty) sequence of 0's. Thus, A(x) counts all 102-avoiding
inversion sequences of length n for each n ≥ 0. The second statement is then an immediate consequence
of the �rst and the Lagrange inversion theorem.

To prove the �rst statement, let w1, w2, and w3 denote the three roots of the equation (12).
Substituting w1 and w2 into (11) then gives

g(x; v, 1) =
v2(1− x)(1− w1)

(v − w1)(1− xv)
g(x; 1, v)− xv(1− v)(1− w1)

(1− x)(1− xv)(1− xw1)

and

g(x; v, 1) =
v2(1− x)(1− w2)

(v − w2)(1− xv)
g(x; 1, v)− xv(1− v)(1− w2)

(1− x)(1− xv)(1− xw2)
.

Solving this system of equations in the quantities g(x; v, 1) and g(x; 1, v) yields

g(x; 1, v) =
x(w1 − v)(w2 − v)

v(x− 1)(xw1 − 1)(xw2 − 1)
. (16)

Taking v = 1 in (16) gives

g(x; 1, 1) =
x(w1 − 1)(w2 − 1)

(x− 1)(xw1 − 1)(xw2 − 1)
, (17)

where w1 and w2 satisfy x(1− x)w3 = (w − 1)2.
Note that

(w1 − 1)(w2 − 1) = w1w2 − (w1 + w2) + 1 =
1

w3x(1− x)
−
(

1

x(1− x)
− w3

)
+ 1

and

(xw1 − 1)(xw2 − 1) =
x

w3(1− x)
−
(

1

1− x
− w3x

)
+ 1,

since w1, w2, and w3 are roots of the polynomial equation x(1 − x)w3 − w2 + 2w − 1 = 0. Thus, we
have

(w1 − 1)(w2 − 1)

(xw1 − 1)(xw2 − 1)
=

1− w3 + w3x(1 + w3)(1− x)
x2 − w3x+ w3x(1− x) + w2

3x
2(1− x)

=
w2
3(1− w3) + (1− w3)

2(1 + w3)

w2
3x

2 − w3
3x+ (1− w3)2 + w3x(1− w3)2

=
1− w3

(x− 1)2w2
3 + (x− 2)w3 + 1

,
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which implies

A(x) = g(x; 1, 1) +
1

1− x
=

x(1− w3)

(x− 1)((x− 1)2w2
3 + (x− 2)w3 + 1)

+
1

1− x

=
(1− x)w2

3 − 2w3 + 1

(x− 1)2w2
3 + (x− 2)w3 + 1

=
(w3 − 1)2 − xw2

3

(w3 − 1)2 + (x2 − 2x)w2
3 + xw3

=
x(1− x)w3

3 − xw2
3

x(1− x)w3
3 + (x2 − 2x)w2

3 + xw3
=

(1− x)w2
3 − w3

(1− x)w2
3 + (x− 2)w3 + 1

. (18)

We now verify (15) using the expression for A(x) given by (18). Upon clearing fractions, to complete
the proof, we need to show

((1−x)w2
3+(x−2)w3+1)3+x(1−x)((1−x)w2

3−w3)
3 = ((1−x)w2

3−w3)((1−x)w2
3+(x−2)w3+1)2,

i.e.,
((1− x)w2

3 + (x− 2)w3 + 1)2((x− 1)w3 + 1) = x(x− 1)((1− x)w2
3 − w3)

3,

or
((1− x)w2

3 + (x− 2)w3 + 1)2 = x(1− x)w3
3((x− 1)w3 + 1)2.

Since x(1− x)w3
3 = (1− w3)

2, the last equation holds via the factorization

(1− x)w2
3 + (x− 2)w3 + 1 = (1− w3)((x− 1)w3 + 1),

which completes the proof.

Remark. The sequence enumerating ISn(102) is given by entry A200753 in [11]. These numbers
have apparently arisen before in various algebraic contexts, though we were unable to �nd other
combinatorial interpretations in the literature.

3.3 The cases 201 and 210

Theorem 3.8 If n ≥ 1, then the sets ISn(201) and ISn(210) have the same cardinality.

Proof. By an i-occurrence of 201 or 210 in an inversion sequence λ, we will mean one in which the 2
corresponds to the actual letter i in λ, and by an (i, j)-occurrence, where i > j, one in which the 2 and
1 correspond to the actual letters i and j, respectively, in λ. We now construct a bijection f between
the sets ISn(201) and ISn(210) which systematically replaces i-occurrences of 210 with 201.

Let π ∈ ISn(201). If π contains no occurrences of 210, then let f(π) = π. Otherwise, let 2 ≤
i1 < i2 < · · · < ir ≤ n− 1 denote the set of distinct letters greater than one occurring in π. Consider
the left-most occurrence of i1 in π0 = π. Then any 0's and 1's to the right of it must occur as a
subsequence S with all the 0's to the right of all the 1's. Reorder the 0's and 1's in S so that all 1's
occur to the right of all the 0's. Note that this removes all i1-occurrences of 210 and replaces them
with i1-occurrences of 201. Let π1 denote the resulting inversion sequence.

Now consider the left-most occurrence of the letter i2 in π1. Let S denote the subsequence of π1
consisting of all 0's, 1's, and i1's occurring to the right of this i2. Note that any i1's in S must occur
prior to all 0's and 1's in S or else there would have been an (i2, i1)-occurrence of 201 in π, which is
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impossible. Furthermore, each 1 occurs to the right of all 0's in S, by the �rst step, since either the
left-most i2 of π1 occurs to the right of the left-most i1 or the left-most i1 occurs to the right of the
left-most i2 but prior to any 0's and 1's in S. Reorder the letters of S so that all i1's come to the right
of all 0's and 1's in S. Let π2 denote the resulting inversion sequence. Note that any i2-occurrences of
210 are removed in this step, while no i1-occurrences of 210 are introduced, whence π2 has no i1- or
i2-occurrences of 210.

In general, consider the left-most occurrence of the letter ij+1 in πj , where 1 ≤ j ≤ r − 1. Let
S denote the subsequence of πj consisting of all 0's, 1's, and it's, 1 ≤ t ≤ j, occurring to the right
of this ij+1. By induction, there are no it-occurrences of 210 for 1 ≤ t ≤ j in πj . Furthermore, all
ij 's occur before any smaller letters in S, for otherwise there would have been an (ij+1, ij)-occurrence
of 201 in π since no letters greater than or equal ij have been moved at this point. Reordering S so
that each ij occurs later than all other smaller letters of S removes any ij+1-occurrences of 210, while
introducing no smaller occurrences of 210. The resulting sequence πj+1 then has no it-occurrences of
210 for 1 ≤ t ≤ j + 1.

The procedure described above generates a sequence π0, π1, . . . , πr; note that πr has no it-occurrences
of 210 for 1 ≤ t ≤ r and hence avoids 210. Let f(π) = πr. For example, if n = 15 and π =
012322434875431 ∈ IS15(201), then

π0 = 012322434875431→ π1 = 012322434875431→ π2 = 012312434875432→
π3 = 012312424875433→ π4 = 012312424875334→ π5 = 012312424873345→
π6 = 012312424833457 = f(π),

where at each step j, the left-most occurrence of ij+1 is overscored, while members of the corresponding
subsequence S are underscored. The mapping f may be reversed by undoing each of the r steps in
the above procedure, starting with the last step and considering the left-most occurrence of the largest
letter.

We seek the generating function for the sequence of cardinalities in Theorem 3.8. It will be easier
to study the set ISn(201), which we re�ne as follows. If 0 ≤ m < t ≤ n, then let Cn,m,t denote the set
of 201-avoiding inversion sequences of length n whose largest letter is m with the right-most occurrence
of m in position t. For example, the sequences 0123300 and 0011311 both belong to C7,3,5, whereas
0021332 and 0121312 do not. Let cn,m,t = |Cn,m,t| if 0 ≤ m < t ≤ n, and put cn,m,t = 0 otherwise. The
array cn,m,t may be de�ned in the following manner.

Lemma 3.9 If 1 ≤ m < t ≤ n, then

cn,m,t =
t−1∑

i=m+1

cn−1,m,i +
m−1∑
j=0

t∑
i=j+1

cn−1,j,i +
m−1∑
j=0

n−t−1∑
i=1

cn−i−1,j,t, (19)

with cn,0,t = δn,t for 1 ≤ t ≤ n.

Proof. The initial condition when m = 0 is clear from the de�nitions. To show (19), �rst note that if
the letter m occurs more than once within a member of Cn,m,t, then the right-most m is extraneous
concerning the avoidance of the pattern 201, and thus deletion of thism results in a member of Cn−1,m,i

for somem+1 ≤ i ≤ t−1. So supposem occurs once within π ∈ Cn,m,t. Let j denote the second largest
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letter of π. If the right-most occurrence of j is in position i for some i ∈ {j+1, j+2, . . . , t−1}∪{t+1},
then them is again extraneous concerning the avoidance of 201. Deletion ofm then results in a member
of Cn−1,j,i for some 0 ≤ j ≤ m − 1 and j + 1 ≤ i ≤ t. Finally, if the right-most occurrence of j is in
positions t+2 through n, then each letter between m and the right-most j must also be a j in order to
avoid 201. Deletion of m as well as all j's to the right of m except the last one results in a member of
Cn−i−1,j,t for some 1 ≤ i ≤ n− t−1 and 0 ≤ j ≤ m−1. Note that the right-most j slides to position t,
upon deletion of some letters to its left, whence the third parameter of the resulting inversion sequence
remains unchanged. Summing over j and i gives the third sum on the right-hand side of (19) and
completes the proof.

Remark. We were unable to show directly the comparable recurrence to (19) for the pattern 210,
even though the bijection of Theorem 3.8 shows that the joint distribution for the statistics recording
the largest letter and its right-most position is the same on the 210 avoidance class as it is on the 201
class.

If n ≥ 1 and 0 ≤ m < n, then let

cn,m(v) =
n∑

t=m+1

cn,m,tv
t−m−1.

If n ≥ 1, let

cn(u, v) =
n−1∑
m=0

cn,m(v)um.

De�ne the generating function h(x;u, v) by

h(x;u, v) =
∑
n≥1

cn(u, v)x
n.

Then h(x;u, v) is determined by the following functional equation.

Theorem 3.10 We have

h(xv+;u/v+, 1) =
v2−(1− v+)
v2+(1− v−)

h(xv−;u/v−, 1) +
(v+ − v−)(1− v+)

v2+
, (20)

where v± = v±(x, u) =
u+1−x±

√
(u+1−x)2−4u(1−x2)

2(1−x2)
.

Proof. In order to convert recurrence (19) into functional equation form, we �rst replace m with m−1
and subtract to obtain

cn,m,t − cn,m−1,t = cn−1,m−1,t +

t−1∑
i=m+1

cn−1,m,i +

n−t−1∑
i=1

cn−i−1,m−1,t, m ≥ 1. (21)
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Multiplying both sides of (21) by vt−m−1 and summing over m < t ≤ n gives

cn,m(v)− 1

v
(cn,m−1(v)− cn,m−1(0)) =

1

v
(cn−1,m−1(v)− cn−1,m−1(0))

+

n−1∑
i=m+1

cn−1,m,i

n∑
t=i+1

vt−m−1 +
1

v

n−m−2∑
i=1

n−i−1∑
t=m+1

cn−i−1,m−1,tv
t−m

=
1

v
(cn−1,m−1(v)− cn−1,m−1(0)) +

v

1− v
(cn−1,m(v)− vn−m−1cn−1,m(1))

+
1

v

n−m−2∑
i=1

(cn−i−1,m−1(v)− cn−i−1,m−1(0)),

which may be rewritten as

cn,m(v) =
v

1− v
(cn−1,m(v)− vn−m−1cn−1,m(1)) +

1

v

n∑
i=m+1

(ci,m−1(v)− ci,m−1(0)) (22)

for 0 ≤ m < n. Multiplying (22) by um and summing over 0 ≤ m < n gives

cn(u, v) =
v

1− v
(cn−1(u, v)− vn−1cn−1(u/v, 1)) +

u

v

n∑
i=1

i∑
m=1

(ci,m−1(v)− ci,m−1(0))um−1

=
v

1− v
(cn−1(u, v)− vn−1cn−1(u/v, 1)) +

u

v

n∑
i=2

(ci(u, v)− ci(u, 0)), n ≥ 2, (23)

with c1(u, v) = 1.
Multiplying both sides of (23) by xn and summing over n ≥ 2, we obtain

h(x;u, v)− x =
xv

1− v
(h(x;u, v)− h(xv;u/v, 1)) + u

v(1− x)
(h(x;u, v)− h(x;u, 0)),

which may be rewritten as(
1− xv

1− v
− u

v(1− x)

)
h(x;u, v) = x− xv

1− v
h(xv;u/v, 1)− u

v(1− x)
h(x;u, 0). (24)

Substituting v = v+ and v− into (24), where v± are as de�ned above, yields

x =
xv+

1− v+
h(xv+;u/v+, 1) +

u

v+(1− x)
h(x;u, 0),

x =
xv−

1− v−
h(xv−;u/v−, 1) +

u

v−(1− x)
h(x;u, 0).

Eliminating h(x;u, 0) from the last two equations implies (20).

Observe that h(x;u, 1) is the generating function which counts 201-avoiding inversion sequences
according to the size of the largest letter. Though unable to complete a proof, we feel that the
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generating function h(x;u, 1) is not algebraic. One can, however, convert the functional equation (20)
into a form which may then be iterated to obtain an expression for h(x;u, 1).

Let α = α(x, u) and β = β(x, u) be de�ned by

α(x, u) =
1− u+

√
(1− u)2 − 4x(1− x)(1− u)

2(1− x)

and

β(x, u) =
u(1− u−

√
(1− u)2 − 4x(1− x)(1− u))

2(1− u)
.

Corollary 3.11 We have

h(x;u, 1) =
w2
−(1− w+)

w2
+(1− w−)

h(αw−;β/w−, 1) +
(w+ − w−)(1− w+)

w2
+

, (25)

where w± = w±(x, u) = v±(α, β).

Proof. To convert the �rst two arguments of h on the left-hand side of (20) to x and u, we need to
solve the system av+(a, b) = x and b = v+(a, b)u for a and b, where x and u are given. To do so, �rst
observe that x

a is a root of the quadratic equation (1− a2)r2 + (a− 1− b)r + b = 0, which implies

(1− a2)x2 + a(a− 1− b)x+ a2b = 0.

Since ab = ux, this equation is equivalent to

(1− a2)x2 + a2x− ax− ux2 + aux = 0,

which may be rewritten as
(1− x)a2 + (u− 1)a+ x(1− u) = 0.

Solving the last equation for a gives a = α(x, u), and hence b = β(x, u), where α and β are as de�ned
above. Replacing x and u with α and β in (20) then gives (25).

4 The case 120

Though we are unable to ascertain an explicit formula for the number of 120-avoiding inversion se-
quences of a given length, we can �nd a recurrence relating them to 021-avoiding k-ary words which
have been previously studied (see, e.g., [1, 7]). We again re�ne the set whose cardinality is in question.
If n ≥ 2 and 0 ≤ s < m < n, then let Dn,m,s denote the set of 120-avoiding inversion sequences of
length n in which the largest letter is m and the largest letter occurring to the left of the left-most
occurrence of m is s (where we exclude from consideration the sequence consisting of all 0's). Let
dn,m,s = |Dn,m,s|. For example, if n = 4, m = 2, and s = 0, then d4,2,0 = 4, the enumerated sequences
being 0020, 0021, 0022, and 0002.

Let Bn,k denote the set of 120-avoiding k-ary words of length n. If n, k ≥ 0, then let bn,k = |Bn,k|,
where b0,k = 1 if k ≥ 0 and bn,0 = 0 if n ≥ 1. The numbers bn,k are given by the formula (see [1])

bn,k =
n∑

j=1

(−1)n−jCj

(
j + k − 1

k − 1

)(
j

n− j

)
, n, k ≥ 1,
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where Cj =
1

j+1

(
2j
j

)
denotes the j-th Catalan number.

The array of numbers dn,m,s may then be de�ned recursively as follows.

Lemma 4.1 If n ≥ 3, then

dn,m,s =

s−1∑
j=0

n−m∑
i=1

dn−i,s,jbi−1,m−s+1, 1 ≤ s < m < n, (26)

and

dn,m,0 =
n−m∑
i=1

bi−1,m+1, 1 ≤ m < n, (27)

with d2,1,0 = 1.

Proof. To show (26), let π ∈ Dn,m,s and assume that the left-most occurrence of the letter m is in
position n− i+1 for some i ∈ [n−m]. Then π may be decomposed as π = π′mα, where π′ ∈ Dn−i,s,j
for some 0 ≤ j ≤ s− 1 and α is a word of length i− 1. Since m is the largest letter of π and s ≥ 1, it
follows that α contains no letters in [s−1]∪{0}, for otherwise there would be an occurrence of 120 in π.
Thus, α is a word in the alphabet {s, s+1, . . . ,m} which avoids 120 since π does. Note that no further
restriction is required of α since all letters of α are greater than or equal all letters of π′. Thus, α may
be identi�ed with a member of Bi−1,m−s+1, which implies that there are

∑s−1
j=0

∑n−m
i=1 dn−i,s,jbi−1,m−s+1

members of Dn,m,s.
We now show (27). First observe that π ∈ Dn,m,0 may be decomposed as π = 0n−imβ, where β is

a word of length i− 1 whose letters belong to the set [m]∪{0} and 1 ≤ i ≤ n−m. Note that β avoids
the pattern 120 since π does and that no further restriction is needed concerning β since only 0's and
an m occur to the left of β, neither of which can play the role of a 1 in an occurrence of 120. Thus, β
is equivalent to a member of Bi−1,m+1, and summing over i gives (27).

Let aj be the sequence de�ned by∑
j≥0

ajx
j =

1

2x

(
1−

√
1− 6x+ 4x2

1− 2x

)
=

1− x
1− 2x

C

(
x(1− x)
1− 2x

)
,

where C(x) =
∑

j≥0Cjx
j . Note that the sequence aj occurs as A059279 in [11].

Though we were unable to �nd dn,m,s in general, we do have the following partial result for when
s = 0, 1.

Proposition 4.2 If n ≥ 2, then the number of 120-avoiding inversion sequences of length n having s
value zero is given by

n−1∑
j=1

(n− j)Cj ,

and the number of sequences having s value one is given by

n−2∑
j=1

(2n−j−1 − 1)aj −
n−2∑
j=1

(n− j − 1)Cj ,

where aj is as de�ned above.
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Proof. If n ≥ 2 and 1 ≤ m ≤ n−1, then let dn,m(v) =
∑m−1

s=0 dn,m,sv
s and dn(u, v) =

∑n−1
m=1 dn,m(v)um−1.

De�ne the generating functions D(x;u, v) and B(x, y) by

D(x;u, v) =
∑
n≥2

dn(u, v)x
n

and

B(x, y) =
∑
n≥0

∑
k≥0

bn,kx
nyk.

Note that 120-avoiding k-ary words are equivalent to 021-avoiding words, by reversal. Recalling the
well-known generating function formula for the latter (see [7]), we have

B(x, y) = 1 +
y

2x(1− x)

(
1−

√
(1− 2x)2 − y

1− y

)
. (28)

By (27) and (28), we then have

D(x;u, 0) =
∑
n≥2

xn
n−1∑
m=1

dn,m,0u
m−1 =

∑
n≥2

xn
n−1∑
m=1

n−m∑
i=1

bi−1,m+1u
m−1

=
∑
m≥1

∑
i≥0

bi,m+1u
m−1

∑
n≥m+i+1

xn =
1

u2(1− x)
∑
m≥1

∑
i≥0

bi,m+1x
i(xu)m+1

=
1

u2(1− x)

(
B(x, xu)− 1− xu

1− x

)
=

1

2u(1− x)2

(
1−

√
(1− 2x)2 − xu

1− xu

)
− x

u(1− x)2
.

This implies

D(x; 1, 0) =
1

2(1− x)2
(1−

√
1− 4x)− x

(1− x)2
=

x

(1− x)2
∑
j≥1

Cjx
j

=
∑
i≥1

ixi
∑
j≥1

Cjx
j .

Thus, the coe�cient of xn in D(x; 1, 0) is given by
∑n−1

j=1 (n− j)Cj , which implies the �rst statement.

To show the second, we substitute dn,1,0 = 2n−1 − 1 into (26) to get

dn,m,1 =
n−m∑
i=1

(2n−i−1 − 1)bi−1,m, 1 ≤ s < m < n.
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Proceeding as in the prior case, we �nd

∑
n≥3

xn
n−1∑
m=2

dn,m,1 =
∑
n≥3

xn
n−1∑
m=2

n−m∑
i=1

(2n−i−1 − 1)bi−1,m

=
x

2(1− 2x)

(
B(x, 2x)− 1− 2x

1− x

)
− x

1− x

(
B(x, x)− 1− x

1− x

)

=
x2

(1− x)(1− 2x)

1−
√

1−6x+4x2

1−2x

2x
− 1

− x2

(1− x)2

(
1−
√
1− 4x

2x
− 1

)
,

and extracting the coe�cient of xn gives the second statement.

Remark. Comparable formulas for other small values of s may be found recursively using (26). In
the �rst formula above, note that

∑n−1
j=1 (n− j)Cj = bn − n, where (bn)n≥1 = (1, 3, 7, 16, 39, 104, . . .) is

A014140 in [11].

5 Conclusion

We have provided explicit formulas and/or generating functions for the number of inversion sequences
avoiding a single member of S3. In three of the cases, we have made use of the kernel method to
ascertain the generating function. In the cases of 012 and 021, it would be interesting to �nd direct
combinatorial proofs in light of Theorems 2.1 and 3.3. We also seek a closed form expression for
the cardinality of |ISn(120)| or its generating function. Concerning future research directions, one
might consider the problem of avoiding two or more patterns in S3, though here the results seem to be
somewhat sparse. More promising are results concerning the avoidance of a single permutation pattern
of length greater than three or those concerning the avoidance of a generalized pattern in which one
or more of the letters are required to be adjacent, in particular those of type xy-z or x-yz. One could
also consider the avoidance of a pattern having one or more repeated letters.
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