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Abstract

We used GATE simulation to study the effect of ¢béncidence time window (CTW) along with the blogdp and the
intercrystal gap on the count rate performance taedspatial resolution of the Biograph™ mCT 20 Hxtee ran
simulations on our local cluster to reduce compaitatime. The task was split into several jobs thate then triggered
simultaneously on the cluster nodes. The BiogPapmCT 20 Excel was validated using the NEMA NU 2-201
protocol. Our results showed good agreement wigfegmental data. The simulated sensitivity, pealk ttount rate,
peak noise equivalent count rate (NECR), and scét@etion showed agreement within 3.62%, 5.77%%4). and
2.69%, respectively. In addition, the spatial ragoh agreed within <0.51 mm. The results showed ¢hdecrease in
the coincidence time window and the block gap andirerease in the intercrystal gap increase thentcoate
performance and improve the spatial resolution. fE#selts also showed that decreasing the coinceéne window
increased the NECR by 27.37%. Changing the intstaryap from 0 to 0.2 mm and the block gap anthfdoto 0.4
mm increased the NECR by 5.53% and improved théaspasolution at 1 cm by 2.91 % and that at 10byn8.85%.
The coincidence time window, crystal gap, and blgag are important parameters with respect to imipgathe spatial

resolution.
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Introduction

Positron emission tomography (PET) is a medical gimg

technique used to diagnose cancer based on thee-thre

dimensional (3D) distribution of a radiotracer inettarget
organ. PET is based on coincidence detection of3bkeV
photons produced by an electron-positron annibitatand
emitted in opposite directions [1,2], taking intocaunt the
applied coincidence time windows (CTW), and deaueti
module to a specific volume. The CTW is defined ths
maximum time period within which two single everdase
considered as a coincidence event by the coincasocter
module of the PET acquisition system [3].

Modern PET scanners are coupled with computed
tomography (CT) systems for more precise anatomical

localization of cancer [4]. The combined PET/CT teys —
considered a major development in nuclear medieicecates
complex corrected PET images by multiplying the ssioin
scan by the attenuation correction map generated-tay CT.
This enhances count rate and spatial resolutionuggplades
clinical conditions, diagnostics, development, anelatment
planning [4].

In order to manufacture new scanners, it is necgsia
optimize the acquisition protocols and ameliordte $canner
performances. Knowing that the scanner performaixe
affected by its design and the scintillating matefb]. The
increase of the true coincidence counts relatetheéoprompt
counts that can improve the statistical qualitythed acquired
projection data and minimize the noise impact, eqaently
this improvement is the main objectives of a PEuésition
protocol optimization studies [6-8]. In additiofet statistical
quality of the acquired projection data does ndy dlepend on
the acquisition protocol, but also on the otheap@ters as the
properties of patients and scanner [3,7,9]. Cedhidies about
scanner technical parameters has been performel,asuthe
energy window, the coincidences time window, thaddéme,
and the detectors type, covering most of the cordifpons
currently applied in recent clinical PET scann&;8{10].

The scan time and the initial amount of adminesdeactivity
into the patient are the most important acquisitfotocol
parameters affecting statistical quality of the aced
projection data [3].
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The administered activity (dose,#y) depends on the intensity
of activity distribution A at time t. It's related with the NECR
by a nonlinear curve with a peak at moderate degeld. The
NECR increases until it reaches a plateau peak Hey t
increasing of administered activity for smaller amts of
A.am While for high activity, NECR decrease, becaut¢he
high random coincidence count rates and the samedad-
time and pile-up effects [3].

Monte Carlo techniques are very efficient toolsr fo
simulating stochastic processes involved in raoiiatietection
[11]. Several Monte Carlo packages for designingnpiex
configurations are available (e.g., PENELOPE, MCNP,
GEANT4, EGSnrc) [11].

The free open-source software GATE is frequendgdufor
simulating tomographic experiments for PET and Ising
photon emission CT (SPECT) systems because déxkibility
[12]. GATE includes specific modules required torfpem
realistic simulations of nuclear medicine experitserThese
modules allow easy control of the most importamapeeters
on which the precision of the Monte Carlo simulatadepends,
including the description of the detector geomettie
description of the source geometry, and the adérisprocess.
The user builds the geometry and activates a mafdehysics
process needed for the simulation by executing raplsi
configuration file (a macro file) containing comnasn
interpreted by GATE [13].

The GATE simulations can be used to enhance imagin
systems that help identify diseases earlier, pewadcurate
disease characterization, and improve therapy pignand
monitoring. However, the simulations require impoit
computing resources.

The research presented here focused on the Siemen

Biograph™ mCT 20 Excel PET/CT scanner (Siemens
Healthcare GmbH, Erlangen, Germany). we addresked t
validation of GATE V7.1 simulations according te@tNEMA
(National Electrical Manufacturers Association) N2J2012
protocol [14,15] and compared the results to theedrental
data. we know that the CTW and scanner design e t
parameters which affect the NECR. The NECR incrdase
decreasing the CTW and choose the best scanngnd8s10].
Taking into account the relation between patieze sbver
scanner FOV diameter and CTW. We studied the efiéthe
CTW and the block gap and intercrystal gap on théntrate
and spatial resolution in order to optimize thgyAto the
patient using the Siemens BiograBtmCT 20 Excel scanner.

Methods and materials

In this section, the model (i.e., the geometry, gits; and
signal processing), the computing grid and simolgtand the
measurement protocols are described.
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Table 1 Characteristics of the clinical PET/CT BiographTM mCT
20 Excel.

Detector material LSO
Crystal dimensions (m 4 x4 %20
Detector ring diameter (cm) 84.2
Detector elements per block 169
Blocks per detector ring 48
Detector total number 24,336
Axial field of view (mm) 164

M od€

The characteristics, including geometry, of thegBaph mCT
20 Excel PET/CT scanner used in this work are suizethin
Tablel. The GATE code makes it easy to generate
geometrically complex structures using combinatiohsimple
shapes (e.g., boxes, spheres, and cylinders, dsedefn
GEANT4). Other necessary parameters are also cenesidn
the simulation, including the physics process ofotph
interaction, for which we used the standard Ralleig
photoelectric, and Compton energy models, withtedecrange
= 30 mm, secondary electron = 1 GeV, and X-ray ggner 1
GeV; and the digital detection chain modeled usBATE to
collect the data output.

The complete signal-processing chain was simulatgdg
the adder module, readout module, crystal-blurnngdule,
paralyzable or non-paralyzable dead-time modulesrgn
window module, and coincidence sorter module. THdea
module generates a pulse from the energy depositedch
crystal, which the readout module processes toteraanew

Spulse specific to the crystal block. Then, an epeegolution is

applied in the crystal-blurring module, followed agplication

of the dead-time module and the energy-window medul the
single-event level [12]. The preceding steps gereaasingle-
event file containing a list of single events. Apation of the
coincidence sorter module to the single-event dileates the
ROOT coincidence file, taking into account the cadence
pair events within the coincidence time window atick

applied death time.

Job splitting and running the PET simulation on
alocal cluster

In general, Monte Carlo simulations are highly editfor
parallelization and show a theoretical linear iase in
processing speed as a function of the number ofgssing
nodes. To reduce the overall computation time ef BATE
simulations, we performed parallel execution ofghmulations
on a local cluster, which was managed by the openegs
package TORQUE version 6.1.0 based on the origimapbper
PBS [16,17] and comprised 12 nodes, each with dahra
Intel Xeon 3-GHz processor (Intel Corp., Santa &laCA,
USA) and 8 GB of memory.
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The simulation runs comprised three steps: job ttemi
(preprocessing), the actual simulations, and fieggimg (post-
processing). To reduce the computation time of mpiete
PET experiment simulation, a “job splitter” dividdéde task
into several jobs. If the exponential radioactivecaly of the
used radioisotope is considered, the acquisitiome ti
decomposition approach to dividing the task inveldéviding
the experiment into a number of smaller experimeftsqual
length. Time-domain decomposition based on equale ti
intervals is inefficient. Each time interval defina partial
simulation of the whole experiment and is assodiatéth a
single job to be submitted to the Grid. A realisRET
experiment simulation task is divided into sevesahaller
simulation jobs that run simultaneously on the GEdch job
is run on GATE with an initial activity and partiatquisition
time in such a way that the outputs obtained fraichgob are
merged. The size of the output data can vary frorfeva
megabytes to several gigabytes, depending on thergders
used for the simulation, particularly the acquisititime and
activity concentration. The stored output data,(ROOT files)
contain coincidence events; detailed informatiorttenenergy
deposited, the position of annihilation, and therdmates of
detection within the modeled scanner geometryntimaber of
Compton interactions that occurred while trackingche
photon; and the eventlD.

The ROOT files from the parallel simulations ahne input
that is merged to obtain the output file. The infation of the
split file, generated by the job splitter, is usedmerge the
ROOQOT files into a single output file. Finally, bese the
eventlDs are not the sanas that of a single CPU simulation,
the last eventlD of each subsimulation is usedrasftset for
the next subsimulation. The output data are traredefrom
the local cluster to the local storage disk of tiser interface
computer and merged into a single file using theremed
eventlDs. The ROOT platform is then used to actesdata
for analysis.

NEMA protocol

Scanner sensitivity represents the efficiency ofotph
annihilation detection and is expressed as the ctite
coincidence event rate measured in counts per dgcps) per
MBq [1,15]. This parameter was measured using tEMN
NU 2-2012 sensitivity phantom that comprises fiemaentric
70-cm-long aluminum tubes placed around the linercm
which consists of a plastic tube containing théaiadtope'®F.
The latter tube had an inner diameter of 2 mm almel t
outermost tube had a diameter
radioactivity was sufficiently low such that theurn losses
and random events were negligible, with the sirylent count
losses and the random event rate at <5% and <1#tedffue
rate, respectively. The sensitivity was calculateidh the
phantom [14,15] placed at two positions: in theteemwf the
scanner and 10 cm from the center of the fieldieiw(FOV)
of the scanner.

of 3.0mm. The used
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The scatter fraction (SF) and the noise equivatenint rate

(NECR) were measured using the NEMA NU 2-2001 pbrant
This phantom is a cylindrical 70-cm-long tube wih outer

diameter of 20.3cm. It is made of polyethylene hwthe

required density of 0.96 g/lcm. TH& was inserted into the
plexiglass line source tube, which had an outemdier of

5mm and an inner diameter of 3 mm, and was positio
inside a 6.4-mm-diameter hole at the offset digtamic4.5 cm

from the central axis of the phantom [1,2,14].

The spatial resolution describes the degradatian dccurs
during the acquisition of thé® source point image and
corresponds to the shortest distance between timb pources
by which they are discernible on the acquired imagkee
spatial resolution factor was calculated usingNEMA NU 2-
2012 protocol in the transverse slice radiallygeamtially, and
axially. The point source was placed at six difféngositions (
x=0,y=1,z=0),(x=0,y=10,z=0),¥10,y=0,z =
0), (x=0,y=1,z=3/8 of the axial FOV ),$0,y =10, z =
3/8 of the axial FOV ), and (x = 10, y = 0, z = &Bthe axial
FOV ) cm) [1,14,15]. The images used to calculatespatial
resolution were reconstructed using the Software fo
Tomographic Image Reconstruction (STIR) with FétkBack
Projection 3D Reprojection (FBP3DRP) algorithm [1&h
addition, C++ analysis code, developed by the operks
collaboration [6], was used to build a sinogramapplying a
Radon transformation to simulated data (ROOT foynaaud
import it into STIR, where the reconstruction algon in
FBP3DRP code was applied. The spatial resolutiorthef
images was calculated with A Medical Imaging Datai@iner
(AMIDE) [19] for each of the six different positienin the
radial, tangential, and axial profiles using thi-fuidth at half-
maximum (FWHM) of the resulting point spread funati

Calculation methodology

The counting of true, scatter, and random coinadenis
controlled by the definition of the parameter giygnthe user
during data analysis. We defined true coincidensetwo
photons produced by the same annihilation thandidnteract
with the scatter phantom. Scatter coincidence agcadren one
of the two photons interacts with the scatter ptianbefore
reaching the detector. Random coincidence occumsnwivo
photons originate from different annihilations.

For the GATE simulation of data analysis, we uae@++
program to calculate the number of true, scatted, @ndom
coincidences based on a ROOT coincidence file. Tihés
contained an array of multiple rows and columnsengheach
row corresponded to a specific ID coincidence dmedcolumns
contained the information of each photon, includihg event
ID number, the energy deposited, the detection dinates,
and the number of Compton and Rayleigh interactidh®se
parameters were used to classify the coincidencesrue,
random, or scatter.
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Figure 1 shows the flow chart of the program that counis,tr
random, and scatter coincidences, which are usedltulate
the Sensitivity, SF, and NECR parameters.

o

read GATE output
Root coincidence

y

True=0
random=0
Scatter=0

EventID1!=EventID2 Random=Random+l ——

(T+1)

25U3pPIdUIOD J00Y

Comptl=0& Reyleightl=0
&Compt2=0&Reyleigh2=0

True=True+1 >

andino 31vO

Scatter=Scatter+1

GATE output
Root coincidence
=EOF

No

Figurel. Flow chart for the C++ program that counts true,
random, and scatter coincidences.
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Figure 2. Sensitivity as a function of the shielding thickness of the

phantom placed at the center of the FOV.

Table 2. Sensitivity parameter for the PET/CT Biograph™ mCT 20

Excel, calculated using the NEM A NU 2-2012 protocol [10].

The sensitivity is defined by the following expriess
S=- Eq. 1

whereT is the count rate of the true coincidences Ard the
activity of the source.

The SF parameter is calculated using the following
expression:
Se_
Sc+T

Eq. 2

whereS; andT are the simulated count rates of the scatter and
true coincidences, respectively [2].
The NECR is calculated using the following expi@ss
TZ
T+Sc+R

NECR= Eq. 3

whereR is the count rate of the random coincidences [7].

Results

In this section, the simulation results obtained fine
performance parameters (SF, sensitivity, NECR), tigpa
resolution, and true count rates are described.

Figures 2 and3 show the sensitivity of the detector f8F as
count versus the thickness of aluminum in the pivarplaced
at the center and 10 cm from the center of the Ffd\the
scanner, respectively. The experimental data fosigeity is
compared with the simulation results (expressetpsikBq) in
Table2 and the same comparison for the SF is given in
Table 3.

8.85

¢ Simulated value at R = 10 cm
—— Linear fit sensitivity

8.8

8.75

8.7

In(R))

8.5

X; (mm)

Figure 3. Senditivity as a function of shielding thickness of the
phantom placed 10 cm from the center of the FOV.

Table3. Scatter fraction (SF) parameter for the PET/CT
Biograph™ mCT 20 Excl.

Experimental results (cps/kBq) 5.8
Simulation results (cps/kBq) 6.01 £ 0.0021

Experimental results 33%
Simulation results 32.11%

10
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Figure 5. NECR asa function of the source activity concentration.
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Figure 6. Truerate vs. activity concentration for varying coincidence time windows.
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Table4. Peak true rate parameter for the PET/CT Biograph™
mCT 20 Excdl.

380,000 @< 46 kBg/cri
358,070 @ 40 kBg/chn

Experimental results cps
Simulation results cps

Table5. Noise equivalent count rate (NECR) peak for the
PET/CT Biograph™ mCT 20 Excel.

107,000 @x< 30 kBg/cnd
106,349 @ 20 kBg/cin

Experimental results cps
Simulation results cps

Sim 2.6 ns
y Table 6. Spatial resolution for the PET/CT Biograph™ mCT 20
- Excel, calculated using the NEM A NU 2-2012 protocol [10].
0 ‘ . ‘ . ‘ .
0 5 10 15 20 25 30 35 H : H
Activity Concentration (kBg/ml) EXpe”mental data Simulation
FWHM (mm) @ 1 cm, transverse 6 5.49 £ 0.021
Figure7. NECR vs. activity concentration for varying coincidence FWHM (mm) @ 10 cm, transvers 6.3 5.96£0.0113
time windows. FWHM (mm) @ 1 cm, axial 5.7 5.47 £0.014
FWHM (mm) @ 10 cm, axial 6.2 5.72 £ 0.022

11
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Figure 4 displays the true count rate parameter obtaineah fr Figures8 and 9 show the true count rate and the NECR,
the simulation as a function of the source activity respectively, as functions of the source activispaentration
concentrationTable 4 compares the experimental data for the for different crystal gap/block gap combinationg/4(thm,

peak true rate with the simulation results. 0.1/2.2 mm, and 0.2/0.4 mm), afidbles7 and8 summarize
Figure5 shows the simulation results for the NECR as a the peak true rate and the NECR peak for the saamp ¢

function of the source activity concentratidrable 5 compares combinations.

the experimental data for the NECR peak with tmeugation Table 9 gives the transverse and axial spatial resoludioh

results. and 10 cm for different crystal gap/block gap comaltions
The simulated spatial resolution results are coetpavith (0/4 mm, 0.1/2.2 mm, and 0.2/0.4 mm), whil€able10

the experimental data ifable 6. presents the NECR peak for two detector modelsséweral
Figure 6 shows the true count rates and the random rate for coincidence time windows and crystal gap/block gap

different coincidence time windows (4.1, 3.6, 3ahd 2.6 ns) combinations of 0/4 mm and 0.1/2 mm.

as a function of the source activity concentratamjFigure 7
shows the NECR as a function of the source activity
concentration.

4x105 (@) 14,(105 (b)
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Figure 8. Truerate vs. activity concentration for different crystal gap/block gap combinations.

x10°
2 ‘ ‘ ' ‘ ' ' Table 7. Peak true rate (cps) for different crystal and block gaps,

calculated using the NEM A NU 2-2012 protocols [10].

10

0 mm crystal gap and 4 mm block gap 358,070 @ 40 kBg/cn
0.1 mm crystal gap and 2 mm block gz 368,968 @ 40 kBg/cin
0.2 mm crystal gap and 0.4 mm blc 374,681 @ 40 kBg/ch

@
ks gap
o 6 i
[&]
Z
ol —&@— Crystal Gap 0.2 mm and Block Gaps 0.4 mm |
—v— Crystal Gap 0.1 mm and Block Gap 2.2 mm Table8. Peak NECR (cps) for different crystal and block gaps,
.l = == Crystal Gap 0 mm and Block Gap 4mm | calculated using the NEM A NU 2-2012 protocol [10].
0 mm crystal gap and 4 mm block gap 106,349 @ 20 kBg/cin
% s 10 - p _2‘0 25 20 o g; mm crystal Igap and 2 rgn; blockéglz 109,866 @ 20 kBg/chn
Activity Concentration (kBg/ml) g;ap mm crystal gap an 4 mm Dl 112,234 @ 20 kBq/c?n

Figure9. NECR vs. activity concentration for different crystal
gap/block gap combinations.

12
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Table9. Spatial resolution for different crystal and block gap combinations, calculated using the NEM A NU 2-2012 protocol [10].

No crystal gap and 4 mm block gap

0.1 mm crystal gap and 2 mm block gap 0.2 mm crystal gap and 0.4 mm block gap

FWHM (mm) @ 1 cm, trans. 5.49 +0.01
FWHM (mm) @ 10 cm, trans. 5.96 +0.01
FWHM (mm) @ 1 cm, axial 5.47 £0.01
FWHM (mm) @ 10 cm, axial 5.72+0.02

5.33+£0.003 5.24 £0.02
5.73+0.06 5.68 £ 0.06
5.44 +0.03 5.45+0.01
5.62 £0.03 5.61 +0.007

Table 10. Peak NECR for two detector models with different coincidence time windows, calculated using the NEMA NU 2-2012 protocol

[10].

4.1ns

3.6ns 3.1ns 2.6ns

106,349 @ 20 kBg/cin
109,866 @ 20 kBg/cin

0 mm crystal gap and 4 mm block gap
0.1 mm crystal gap and 2 mm block gap

113,851 @ 20 kBg/cin
118,419 @ 20 kBg/cin

123,916 @ 20 kBg/cin
128,837 @ 20 kBg/cin

135,462 @ 25 kBg/cin
140,195 @ 25 kBg/cin

Discussion

In this section, we compare the simulation resulith the
experimental data from the data sheet for the Biogt" mCT
20 Excel obtained from Siemens.

The simulated sensitivity, reported Trable 2, agreed with
the experimental data by 3.62%. The differencén@malues is
explained by the limitations of the photomultiplteibe (PMT)
resolution and by the absence of the modelingobit Ishielding
between the detector blocks in the GATE simulafizjn

The simulated SF parameter, reportedTiable 3, agreed
with the experimental data by 2.69%. The simulatedk true
rate, reported iffable 4, agreed with the experimental data by
about 5.77%. The difference is mainly due to thmeps dead
time model used in the simulation.

Table 5 presents the NECR peak value obtained fragure
5 and the experimental value. These values agreddinwi
0.6%, with the difference mainly due to the simgéad time
model used in the simulation. The spatial resotluparameter
of the simulated system, reportedTiable 6, agreed with the
experimental data within 0.51 mm.

Figure 6a shows that varying the coincidence time window
did not affect the true coincidence rate at lowetivity
concentrations. However, at higher activity concaians, the
true rate increased slightly for shorter coincidentme
windows (peak true rate increased by 7.66%). Mageov
Figure 6b shows that at the higher activity, the random hate
been decreased by a factor of 30 % for the smalTa#.

Figure7 shows significant improvement of NECR. This
improvement is mainly due to the increase in tleomed true
events and the decrease in the recorded randontsef@n
shorter coincidence time windows [13]. Using theaben
coincidence time window, the peak NECR increased by
27.37% when we change the simulated coincidences tim
window from 4.1 to 2.6 ns. The results suggest thédrger
CTW induces a lower NECR and the smaller CTW induge
higher NECR. The relation between the NECR admengést
activity (dose Agn IS a nonlinear curve with a peak at
moderate dose levels. Moreover, the administereilitgc
(dose Agn) depend on the intensity of activity distributidpat
time t, and the Administered dose is optimized wiienNECR
is maximized [3].

13

The larger CTW is also associated with smallermatidoses
while the smaller CTW increases the optimal doseddition,
the decreasing of CTW decrease the FOV [10]. Theeefthe
optimization of dose needs the use of specific CToV A

precise patient size. from our results the CTW32.6f 3.1, 3.6,
4.1 ns are suggested to be used for the patiemtei@meter
(Psize < 40 cm , 40 cn Pgi,e < 50 cm, 50 cn Pgie <56 cm
and 56 cnx Py, respectively.

Figure 8 shows that varying the crystal gap and the block
gap did not affect the true coincidence rate ateloactivity
concentrations. However, at higher activity concaians, the
true rate increased slightly following an incre@as¢he crystal
gap and a decrease in the block gegble 7 presents the peak
true rate for different crystal gap and block gagues. The
peak true rate increased by 4.63% when the crgstpl and
block gap changed from 0/4 mm to 0.2/0.4 mm.

Figure9 shows that varying the crystal gap and the block
gap did not affect the NECR at lower activity caomications.
However, at higher activity concentrations, the NEC
increased slightly following an increase in thestay gap and a
decrease in the block gap. This improvement isinbtaby
minimizing the penetration of the photons into tieéghboring
crystal, which minimizes the parallax effect [20]he peak
NECR, reported inTable8, increased by 5.53% when the
crystal gap/block gap changed from 0/4 mm to 042/0m.

The data inTable9 show that the transverse spatial
resolution at 1 and 10 cm improved by 2.91% andb%.8
respectively, and the axial spatial resolution aanti 10 cm
improved by 0.5% and 1.74%, respectively, when dhstal
gap/block gap combination changed from 0/4 mm 1620mm.
Moreover, the transverse spatial resolution at @ & cm
improved by 1.68% and 0.8%, respectively, whendhestal
gap/block gap changed from 0.1/2mm to 0.2/0.4 mm.
However, the axial spatial resolution at 10 cm ioyed by
0.177% and at 1 cm there was no improvement when th
crystal gap/block gap changed from 0.1/2 mm to0042mm.
Hence, we conclude that the best model has a 0.lcrgstal
gap and a 2-mm block gap.

Table 10 presents the peak NECR for two detector models
with crystal gap/block gap values of 0/4 mm andDrim and
several coincidence time windows. The NECR of thedeh
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with crystal gap/block gap values of 0.1/2 mm wae#dy than
that of the model with a crystal gap/block gap wealuof
0/4 mm.

Conclusion

The validation of the clinical Biograph mCT 20 Ekseanner
using GATE V7.1 and the NEMA NU 2-2012 protocol gleal
that there was good agreement between the simudateédhe
experimental data for the scatter fraction, sersjtiand count
rate performance measurements and the spatialtiesol The

The increase of NECR can improve the image quality
optimize the administered activity. to optimize the
administered activity we suggest to use a spe€@ifitV based
on the patient size. However, the model with ar@ri-crystal
gap and a 2-mm block gap showed improved spasalugon.
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