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Abstract

Monte Carlo (MC) simulation is the gold standard dose calculation. An accurate mathematical somaéel can be
used for the radiation beams. Source models casistoof sub-sources or fewer sources with data rlead to be
measured. This can speed up treatment plan veidgiicavithout the need for a full simulation of thediation treatment

machine.

Aims: This study aimed to construct a novel hybswirce model for 6 MV photon beams for an Elektaesgy

accelerator and to commission it against measueathldlata and treatments plans.

Methods and Material: The model comprised of auténc photon and planar electron contamination saufithe
modified Schiff formula provided off-axis variabieemsstrahlung spectra. Collimation and scatteewsvdelled with
error functions. An exponential function modellda transmitted fluence through the collimators. $barce model
was commissioned by comparing simulated and meddJf@ data. Dose data included profiles, depth dowk film

measurements in a Rando phantom. Field sizes rdrgredl x 1 crito 40 x 40 crh

Results: Regular, wedged and asymmetrical fieldddcbe modelled within 1.5% or 1.5 mm. More tha®©6f all

points lie within 3% or 3 mm for the multi-leaf diahators contours data. A gamma criterion of 3%@anm was met

for a complex treatment case.

Conclusions: The two sub-source model replicatadcel 6 MV Elekta Synergy photons beams and cealdulate the
dose accurately for conformal treatments in comglkometries such as a head-and-neck case.

Key words: hybrid source model; DOSXYZnrc; Monte Carlo; BeelSynergy; particle source model.

Introduction

According to The Lancet, South Africa can expec?7&
increase in cancer cases by 2030. One in threelgedp
develop cancer in their lifetime in the United Kitmgn where
the disease caused 430 mortalities per day in 2010
Radiation of tumours plays a prominent role andueaie
radiation treatment planning is important for swssfel
treatment outcomes.

Most radiation treatment planning systems (TPSg us
analytical dose calculation algorithms, but Montrl@ (MC)
simulation of particle transport is the most actairevay to
determine the absorbed dose in regions of tisseefaces and
heterogeneities, e.g. the lung and head-and-negkne [1,2-
7]. The DOSXYZnrc MC code is considered the gokhdard
to simulate dose deposition in computed tomograf@y)-
based patient models [8]. It can independentlyfy&iPS dose
calculations, albeit fast routine dose verificatismequired.

One of the difficulties with the clinical implemeation of
MC dose calculation is the characterisation of thdiation
source within a universal source model.
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A full MC simulation that includes the radiatiom&tment head
of the machine would not be time efficient; anyiasidn field
must first be completely simulated before its phsjsace data
can be used in subsequent BEAM/DOSXYZnrc simulation
Phase space data contain the dynamical parametesd o
particles followed through the simulation procesdieg up at
a pre-determined scoring plane. The millions of tipkr
histories in a phase space files can take up largeunts of
disk space. Sometimes the exact geometry of thel liea
unknown and an alternative is to use a source mtisl
describes the energy and fluence distribution ef ghrticles.
Such a model would sample the incoming particléeation,
position, and energy; therefore eliminating a &dkle
simulation process.

Deng and co-workers [2] used the BEAMDP code timaex
planar fluence, angular distribution, energy spectnd
fractional sub-source contributions from EGS4/BEAM
simulations of a Varian Clinac 2100C. Three photub-
sources were modelled for particles originatingrfrihe target,
primary collimator and flattening filter. The beaemergies
under consideration were 4, 6 and 15 MV. They coefiicate
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dose distributions in patient models within 2% wivempared
between the source model and the original fully usated
phase space data [2].

Fix and co-workers [4] studied simple beam models

generated for the GEANT4 code for 6 and 15 MV. Bhamace
data were collected for electron energies matchigpth dose
data. They set up four simple source models. Inghbdthey
used a single source with constant spatial fluevite a single
energy spectrum. Model 2 varied this spatial flgeme the
source retaining the energy spectrum as for modid inodel
3, they varied the energy spectrum keeping theaddatence
the same as for model 1. Finally, in model 4, thayied the
spatial fluence and the energy spectra in the xaff-direction.
Model 4 proved to be the most accurate over thgaan field
sizes studied [4].
Fippel et al. [9] developed a virtual energy fluence model

using two Gaussian-shaped photon sub-sources amd on

uniform electron (contamination) source for the X€MMC
code. The photon sub-sources represented the lrahiesg
target and the flattening filter. The parameterscdeing the
Gaussian shape could be deduced from dose digbrisun air
for various square and rectangular fields with dix@onitor
units [9].

Others improved the electron-contamination sounoéel in

a clinical photon beam for the EGS4-based BEAM and

MCSIM codes. Its size depended on the field sizéh vai
predetermined energy spectrum from various acdeleralt
could match clinical 6, 10 and 18 MV photon beanithiw 2%
or 2 mm [6].

Fix et al. [1] also studied photon source characteristics to

construct a generalised three sub-source modeksepting
photons originating from the target, primary cobitor and
flattening filter. They studied phase space data6feand 18
MV beams. They could achieve dose agreement for 80&d
voxels within 1% or 1 mm for the combined sourcedeid1].

Fix et al. [1] also studied photon sub-source sensitivity to

initial electron beam parameters for 6 and 18 Mgaii, they
used three photon sub-sources and an additionahapyi
electron sub-source, which allows for energy andiata
distribution variation for electrons striking théndc target.
They used phase space data for various electrongiese
striking the target as well as various radially esat
distributions, which were dosimetrically comparedtviieen
different data sets. The energy spread was fountat® a
small effect on the sub-source distributions wtitle mean
energy and radial intensity changed the target ssulee
distribution shape [10].

Sterpinet al.[11] studied the relationships between primary
electron spot and focal size as well as the virtsalirce
position in his MC model. They studied three electenergies
between 3 and 18 MeV with spot sizes ranging froto Q.5
mm thickness for 0.15 and 1.0 cm thick tungstegets. The
virtual source position was determined through barcection
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of the photons from different phase space planemsdteam.
It was found the photon and electron spot size ccdug
considered equal [11].

Smaller field size treatments involving steredtact
radiosurgery is also an area for MC source devetspirauch
as works by Dengt al.[12] They built a dual source model for
a 6 MV Cyberknife system. The EGS4 BEAM code wasdus
for beam characterisation. Each source was ciréofgsrimary
and scattered photons, respectively. No electronacoination
was modelled. Dose data between phase space amsouhse
model agreed within 2% or 2 mm for 6 to 60 mm ditene
fields at 80 to 100 cm source-to-surface (SSDYi¢l2].

Chaves and co-workers [13] used the MCNP4C totoocts
an eight-source model for a Siemens 6 MV Megatibine
model could accurately calculate dose distributionsater for
depth dose curves within 2.5% or 1 mm [13].

The aim of this study was to construct a hybricbtph
source model for the EGSnrc-based MC code DOSXY Zomrc
dose calculation to evaluate its effectiveness tmleh6 MV
photon beams without the need for extra focal subees.
Beam particle fluence is modelled using suitableiagigns.
The source is developed with the aid of an in-haegke with a
graphical user interface that allows for fluencgustinents in
order to replicate clinical beam data. An additiop&anar
electron contamination source was also includetthénmodel.
In this paper, the hybrid source model for the DQEKrc MC
code will be defined as the hybrid source model Npi&nd
used throughout.

Methods and Materials

Graphical user interface with beam modelling
parameters
A graphical user interface is used to adjust theupaters for
the source to fit field profile data. It adjustadhce intensities
from the target to the exit plane by tweaking thiinf
parameters of the beam modelling equations. Plétshe
fluence can be displayed that act as a guide tasadhe exit
fluence of the source model. The graphical useerfate
generates an output file that contains informategarding the
energy spectrum and the fluence distribution. Tiésis then
used as an input for the MC simulation.

The source consists of one circular photon sobstew the
target. Its primary photon fluence is modelled vatiGaussian
function [14].

-x
9= PeXF{J 2]
P is the amplitude of the primary fluence on therbezentral

axis (CAX); o represents the full width at 50% intensity and

is the radial distance from the CAX. The effecttlod ¢ value
on the target fluence can be seefigure 1.

Eqg. 1
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Figure 1. Effect of thes value on the target fluence

The photon fluence from the target passes througbrécal

shaped primary collimator. The primary collimatemiodelled
with error functions to correct the primary fluender

collimation and scattering. The transmitted photander the
collimators that add to the dose outside the fiettes are
modelled with an exponential function.

gopc(r) = ﬂerf (X3,0)+

11~ erf (x5,0)|Z exp(~ 14, (r - X3)) Eq. 2

[erf(Xs,0)] represents the fluence truncation effect of the
collimators. Thes is the penumbra width of the fluence

collimated by the primary collimator. The value determines
the rate of exponential reduction of the scattepemnary
fluence under the primary collimator as a funcidun.

The bremsstrahlung energy spectrum is calculaségtthe
modified Schiff method and is radially adjusted twitin
analytic function to model spectral softening due the
flattening filter [15,16-19].

It is a function of electron energy that will &&ithe target.
The photon energy distribution is given by:

1 (1—EEJEﬂIn/7(E)—1)+
%(E'r):E £ 2
a(r)(j {inn(E)- 05)

Eo

Eq. 3

Eo andE are the incident electron energy and the finadteba
energy respectively. The value fgr is obtained with the
following equation:

n(E)= !

]

Eq. 4

The parameter Zrepresents the tungsten target with an atomic

number of 74. The value of 111.0 is Schiff's consta
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Figure 2. The attenuaih caused by the flattening filter

The flattening filter models attenuation of the ngmitted
fluence from the source through an attenuation tfang and
can be seen iRigure 2:

ff att(x) = eXF(_ H [t)

Here t is a polynomial describing the off-axis attenuatio
thickness.

The wedge was modelled in a similar way sincsligpe and
atomic composition is known. The collimation of flagvs and
multi-leaf collimators (MLC) was modelled with erro
functions as shown iBquation 6:

erf (x N g) = \/1— exr{— 1245x (X">2(3)2j

Eq. 5

Eq. 6
o

HereX; denotes the 50% intensity of the penumbra andheis
off-axis position of the dose profile. The slopetod penumbra
can be varied through parameter

The mirror and monitor chamber was not modellettesi
they do not perturb the photon beam [14].

The direction of primary target photons is detemudi by a
projection plane at an effective SSD. In this plaae energy
spectrum is associated at each point within a iceai@anulus to
take off-axis beam softening into account due t® ghesence
of the flattening filter [8,20].

A planar electron contamination source is locgtestl below
the treatment head. Its energy spectrum was detedmnising a
method that assumes that the percentage depthfaloaereal
clinical 6 MV x-ray beam subtracted by a MC simathipure
photon beam of the same energy would yield thetivela
electron depth dose contribution to the clinicading21].

Benchmarking water tank data acquisition

For source commissioning, benchmarking clinical nbezD-

dose data must be available to set the parametfertheo
Gaussian circular photon source and error functiort®nform
to the dose profiles and depth dose of the watde tkata. The
3D-dose data for other fields must be availabletetst the
accuracy of the source model. Water tank scansafmbdata
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were acquired to act as a benchmark against sietul&C
data.

All the measurements for 6 MV were taken with
Scanditronix Wellhéfer Blue Phantom system and Girmi
Accept software (version 6.5). A 0.01 TRTW FREIBURG
PinPoint ionisation chamber was used for field meaments
from 1x 1 crito 5x 5 crmiand a CC13 PTW FREIBURG
ionisation chamber for larger fields to 40 x 40?cét 100 cm
SSD, dose profiles were measured at depths of51.50, 20,
and 30 cm. Profiles in the inline- and crosslineection were
made for field sizes from a 1 x 1 eifield to a 40 x 40 cf
field. Wedged field profile data were acquired #orl0 x 10
cnt, 20 x 20 crhiand a 30 x 40 chfield. Offset profiles were
acquired for 10 x 10 cm15 x 15 crhiand 20 x 20 cffields
in both the inline and crossline directions. Petaga depth
dose curves were also measured.

Monte Carlo simulations

The beam characterisation mod&dofurce=4) is used that is
incident from any direction. It consists of a potayordinate
system at the isocenter with a distandsgurce,to the center
of the source plane. As seerfigure 3, the origin of the plane

is defined bytheta and phi and the rotation of the source

around its own plane is describedgjicol.

Enough histories were simulated to reduce theawas
below 1% in the clinical useful part of the beanho®®n
transport was followed down to 10 keV and electit@amsport
was terminated at a total energy of 700 keV. Thandary
crossing was set at ‘EXACT’ together with the PREBSIT
electron-step algorithm. Spin effects were switcloed with
bound Compton scattering switched off. Atomic rekions
and Rayleigh scattering were not used.

The HSM dose data were scored at an SSD of 10 an
water phantom at a depth of 1 cm. The resolutionthaf
phantom (60 x 60 x 60 én was 0.2cm in thex and y
directions and 0.5 cm in thedirection.

Verification of MLC aperture conformity
In the source commissioning process, the HSM mist a
accurately replicate MLC apertures. Solid water dBedmic
film measurements for 6 MV were compared with tberse
MLC apertures for an Elekta Synergy linear accéberaA
comparison was made between the 50% isodose lirtepths
of 5 and 10 cm. Irregular MLC shapes from Taskgrb8pvere
planned on a XiO® 4.62 TPS for a phantom consistifig
water. The treatment plan was transferred to thekt&l
Synergy linac by using the Mosaiq
GAFCHROMIC® EBT2 sheets (Lot No. A02011304), with
dimensions 20.32 x 25.4 émwere placed between water
equivalent material that served as build-up anck$ezatter as
in Figure 4.

The SSD was 100 cm and the film was irradiatedeaths of
5 and 10 cm, respectively. The monitor units (MUahged
between 327 and 358 for the different fields.
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Figure 3. The configuration of the beam characterizéon model as
seen in the DOSXYZnrc manual [8].
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Figure 4. The set-up at the linac for the irradiation of the film
inside the water equivalent phantom.

Figure 5. The plan set-up for the nasopharyngeal tement.

Simulation and verification of treatment plans
The newly commissioned source was
Gafchromic film measurements in an anthropomorgtando
phantom. Head-and-neck, prostate, and nasophaiytrge&
ments were simulated.

One of the treatment plan consisted of two fieddsh with
energy of 6 MV as irFigure 5. A 7 x 7 cni wedged field of
427 MUs with gantry angle of 0° and a collimatogknof 90°
and a 5 x 5 chfield of 256 MUs with a gantry angle of 90°
and a collimator angle of 0° resulting in a unifodose area.
The nasopharyngeal treatment set-up can be sdégure 5.

tested against
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Films were scanned with an Epson Perfection V330tdh
scanner to produce uncompressed TIFF images.
scanning, 24 hours were allowed for complete pwatliation
polymerisation [20,22]. Afterwards, during scanninfim
orientation was conserved with no image adjustmamd
colour corrections [22,23]. The resolution was pRid the 48-
bit colour depth mode. For dose comparison, a fib«elose
conversion curve was set up.

Results

HSM parameters for the target and primary
collimator

The first step is to get the correct primary fluers altered by
the target, flattening filter and primary collimatd@he largest
field size, 40 x 40 cfy was used to determine thevalue for
the target fluence. In a least-square optimisatwocess,
profile matching was calculated. The degree of eagent §),
which the sum of the square of differences betweeasured
and calculated dose data, was minimised. Througistdent
of o, the HSM dose was re-simulated and compared to the
water tank data. A graph ofvs ¢ revealed the optimal value
for ¢ in Equation 1. The result of an incorreet value for
Equation 1 can be seen iRigure 6.

The central part of the diagonal dose profileléast 2.0 cm
away from the penumbra) was not perturbed by thegry
collimator, just the flattening filter.

FromFigure 7, it can be seen that= 80 would shape the
primary fluence to yield the closest comparisoneein HSM
and measured data by using the sum of the squate afose
difference between the two sets of data.

For the primary fluence fos = 80, the influence of the
primary collimator is modelled by an error functi@rf(x o),
which truncates this fluence at the collimator e{fgigure 8).
The value for sigma oney , describes the penumbra formed
by the primary collimator.

The correct value fors; was determined as 0.94 and
remained fixed for the HSM. It was determined bg thast-
square fitment of the calculated and measured hEamambra
for the 40 x 40 cflargest field on the diagonal profile. The
same was done for the determination of the paraméte the
MLC. The total fluence below the flattening filtean be seen
in Figure 8.

Hybrid source model parameters for MLC and
jaws

The effect of MLC and collimator truncation on tfeence is
modelled by error functions, as in the case abawe tfie
primary collimator. For each field size there is @ptimal o
value that best describes the dose profile at thge ef the
collimation device (penumbra). For the ‘upper’ jaessd the
MLC, the optimal value was 0.4, and for the ‘lowgxivs, it
was 0.07, virtually constant over field sizes. Enealler value
of ¢ for the ‘lower’ jaw pair indicates a greater ‘tnimng’
effect of the beam.
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Figure 6. A comparison of dose profiles at 1 cm dép for a 40 x
40 cnft field size for an Elekta Synergy linear acceleratorand
simulated MC data. For this case, the dose is ovestamated by the
simulation and ‘horns’ are visible on the periphery of the field
size.
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Figure 7. Values ofa plotted againste where a is calculated as the
sum of the square of the dose difference between aseired and
hybrid source model calculated diagonal dose profis.
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Figure 8. The total fluence below the flattening filer. The

influence of the flattening filter on the primary fluence is shown.
The primary fluence is truncated by the primary colimator and

scatter is added by an exponential function.



van Eeden: Evaluation of a Hybrid MC source model

The effect of ther value on the jaws can be seerfrigure 9.

All the fields were firstly simulated with defaytarameters
and compared with the measured data. The parametmes
then altered until a good agreement was found kmiwtbe
simulated and measured data.

Source commissioning: comparison between
HSM and benchmark water tank data

The dose profile data at depths of 1.5, 10, 203thdm are in
good agreement{gures 1611). The same holds for half field
dose profiles for fields larger than 10 x 10°dfigure 12).

From the results, HSM fluence modelling allows docurate
dose profile replication compared with water
measurements. The HSM was tested for offset andgeded
fields (Figures 13 14, and15), and was found to be in good
agreement with water tank data to within 1.5% &rrim.

Good agreement was also found for the percentagehd
dose (PDD) data for field sizes from 1 x 1°am5 x 5 cri as
seen irFigure 16.

Crossline: 1.5 cm and 10 cm depths
120

1.5 cm depth 10 cm depth
— Measured data

W DOSXYZnrcdata

% Dose

-1 [} 1
Off-axis distance (cm)

3x3cm? 5x5cm?

W ixlcm’ W 2>x2cm?

Figure 10. Dose profiles from water tank measuremerand hybrid
source model at 1.5 and 10 cm depths for fields rging from 1 x 1
cm?to 5 x 5 cn.

Inline: 10 cm depth

120

— Measured data
W DOSXYZnrcdata

% Dose

10 15
Off-axis distance (cm)

B 10x10cm? B 15x15cm? 20x20 cm? 25x25 cm?

30x30cm? 35x35 cm? 40x40 cm?
]

Figure 12. Half dose profiles from water tank meastement and
hybrid source model at 10 cm depth for fields rangig from 10 x 10
cm?to 40 x 40 crh

The smaller g value
(red) will result in a
steeper slope.
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Jaws: Sigma comparison
8

The larger o value (blue)
will decrease the slope of
the penumbra.

tank
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Figure 9. The effect ofe on the penumbra width of the field.

Crossline: 20 cm and 30 cm depths
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— Measured data

W DOSXYZnrcdata
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Off-axis distance (cm)
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W xicm? W 2x2em’

Figure 11. Dose profiles from water tank measuremerand hybrid
source model at 20 and 30 cm depths for fields ramyg from 1 x 1
cm?to 5 x 5 cn.
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Figure 13. Dose profiles from water tank measuremenand hybrid
source model at 1.5 cm depth for a 10 x 10 éroffset field.
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10x10 cm?: Offset, 10 cm depth

120

% Dose

Off-axis distance (cm)

B 10cmoffset, infine M 10cm offset, Crossline [l 2.5 cm offset, intine [l 2.5

— Measured data
M DOSXYZnrcdata

cm offset, Crossline

% Dose

Pol J Med Phys Eng 2018;24(2):65-74

Wedged fields: Inline, 10 cm depth
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Figure 14. Dose profiles from water tank measuremerand hybrid Figure 15. Relative dose profiles for measured antlybrid source
source model at 10 cm depth for a 10 x 10 éoffset field.
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Figure 17. Relative weights for the planar electrorcontamination
sub-source for the Elekta Synergy linear accelerator
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Figure 19. Nasopharyngeal cancer treatment; isododaes for film

between Gafchromic film (darker contour) and that @lculated by and hybrid source model. The Gamma index evaluatiofis shown

the hybrid source model.

for a criterion of 3% or 3 mm.
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The HSM consists of two sub-sources, one circutatgn sub-
source and one planar sub-source for electron congiion.
This is to enhance the surface dose of pure phioé@ms so
that the real clinical beam can be replicated. Takative
weight of the electron sub-source to create a coebidose
that conforms to the relative dose of clinical beamas

determined Kigure 17). The 6 MV beam energy needs the

least electron contamination that is only significkcom fields

exceeding 12 x 12 chwhereas a 15 MV beam needs to have

electron contamination included for fields > 4 >xc#f. The
electron sub-source weight increases as the beasngyen
increases due to higher energy of secondary electneeded
to enhance the lower surface dose of the higherggne
photons.

Source commissioning: HSM conformity to MLC

apertures

The 50% isodose line comparison for MLC contounsutated
with the HSM and Gafchromic film measurements takern
cm depth in a solid water RW3 phantom for an Elékgaergy
accelerator reveals that the worst discrepancyittim4% or 4
mm while more than 95% of all points lie within 3863 mm
(Figure 18).

Source commissioning: dose comparison between
HSM and film measurements in a Rando
phantom

Gafchromic film and HSM dose data for nasopharyhgea

treatment were compared by setting the Gamma ionite3%
or 3 mm, which was met for this complex dose calitoh case
involving soft tissue, bone structures and air tewi
(Figure 19).

Uncertainties are attributed to Gafchromic filmsihoetry,
which contributes 1.5% in this study. The HSM vacia is up
to 1% and this enlarges dose error margins to lahga 2% or
2 mm when combined with film measurement.

Discussion

This study describes a HSM that contains a circplaston-
and electron contamination sub-source. The corttabwof the
latter is within 1% compared to the pure circulwofon sub-
source weight. Off-axis differential spectral chasgaused by
the flattening filter were also included throughmadified Shiff
model.

The fluence truncation due to all collimators cbube
modelled with error functions. Collimator, flattegi filter and
wedge transmission was modelled with attenuatiorctfans.
Results indicated good replication (within 2% omin) of
calculated dose profiles and those measured inwtter tank
(Figures 10to 16).

The HSM does not include additional
exclusively for secondary photon scatter modellifrgm
collimator and jaw faces. As a result, output fegte.g. scatter
factors and total scatter factors, cannot be caled|using this
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source. To ensure proper dose modelling, measwladive
output scatter factors are used to scale each beadwse
contribution before they are combined to calculdte total
dose. However, this does not limit the source mddelits
intended use.

For beam energies below 8 MV, electron contamimati
could be excluded in the model for fields < 12 xct&. For
higher beam energies at, say 15 MV, build-up mauglis
compromised without an additional electron soutcesome
treatments, the dose close to the surface is socamghtgood
agreement is a requirement against measured dlofata.

Another reason why a HSM approach for dose cdioula
was adopted is that radiation treatment fieldsrartealways in
the same plane (Z-slice). This causes difficultysimple hand
calculation for quality assurance purposes. Thig
combination with high-contrast anatomical inhomagjges,
makes simple hand calculation challenging.

A deficiency of this HSM is that when treatmenses such
as intensity-modulated radiation therapy (IMRT) amed, it
would be better to include a full simulation of #hecelerator to
include all sources of machine scatter. This wiket longer
than just using a simple source model, but thd &mtattering
will be accounted for. In this case, dose evalumatd IMRT
plans will take much longer. However, this sourcedei is
suited for conformal therapy verification.

Conclusion

The HSM presented here consists of a single cirquitaton
sub-source as well as a planar electron contaroimagub-
source. The photon fluence was modelled by a Gausand
the collimator scatter and truncation with errondtions. The
modified Shiff method was used to model the brerabéing
spectrum, which could also vary in the radial dit at off-
axis locations. Determination of these function apaeters
could be done from regular beam data, including geed
fields. Asymmetrical fields could be modelled swsfally.
Examples of nasopharyngeal cancer treatment wesd ts
show that the source model conforms to measuremihin
3% or 3mm on the linear accelerator for which iasw
implemented. This HSM is useful for dose calculatishere
regular or conformal fields are used. Care mustdken to
ensure that the total scatter factor is known fachefield
shape. The HSM is also useful for evaluation ofatah dose,
especially where the configuration of treatmentdemakes
simple hand calculation less accurate. For morearackd
radiation treatment techniques, e.g. IMRT, a fullCM
simulation of the linac is recommended.
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