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Abstract

Interpreting Dynamic Contrast-Enhanced (DCE) MRge®for signs of breast cancer is time consumincamplex,

since the amount of data that needs to be exantipedradiologist in breast DCE-MRI to locate suipis lesions is
huge. Misclassifications can arise from either toaking a suspicious region or from incorrectly ergreting a

suspicious region. The segmentation of breast DGHE-fdr suspicious lesions in detection is thusaative, because it
drastically decreases the amount of data that neetde examined. The new segmentation method ftactien of

suspicious lesions in DCE-MRI of the breast tissadsased on artificial fishes swarm clusteringoaltpm is presented
in this paper. Artificial fish swarm optimizatiorigarithm is a swarm intelligence algorithm, whicerforms a search
based on population and neighborhood search coadhbifth random search. The major criteria for segation are

based on the image voxel values and the paranwftars empirical parametric model of segmentatiggoathms. The

experimental results show considerable impact erpérformance of the segmentation algorithm, wiih assist the
physician with the task of locating suspicious oegi at minimal time.

Key words: breast DCE-MRI; segmentation; artificial fishegasm optimization algorithm.

1. Introduction

The breast cancer is a malignant lesion origingtes cells of
the breast. Malignant lesions are defined as spacepying
mass [1]. For breast cancer screening X-ray mamapbgyris
widely used [2]. But, the mammography will not merh best

to perceive breast tumors present in dense brisases [3-6].
This has motivated the search of alternate imatgogniques.
Among most popular breast imaging techniques sush a
Ultrasound (US), Computed Tomography (CT) and Mé&égne
Resonance Imaging (MRI) [7-10], MRI is most widelsed for
detection of multiple malignant present in womenhwdense
breasts than mammography. In particular, DCE-MRI is
employed for breast cancer screening because itahhigh
sensitivity and is most capable for improved breestcer
screening [11]. The acquisition DCE-MRI requirese th
injection of a paramagnetic contrast agent intoptigent vines
which leads to a contrast enhancement of the sssuer time
[12-15].

When trying to detect malignant tissue in a breatime, it
is observed that malignant tissues might have rdiffebenign
tissue characteristics, depending upon the scalieofimage
acquisition intensity values. The differentiatioanc appear
either in rough intensity, in boundary shape, textar any
combination of them. In DCE-MR imaging, differena=m be
perceived on the time axis also. Various DCE-MRéast
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lesion segmentation methods have been developaitbte for
rapid and more accurate image interpretation ardjrdisis
[14-23]. Among many MRI segmentation methods, iaitif
intelligence techniques draw more attention frorseegchers
for using it for breast DCE-MRI segmentation. Ewbough
significant effort has been employed in developéafficient
algorithms for image segmentation, there is quiteicim
research work to be done.

Artificial Fish Swarm Optimization (AFSO) is an
optimization algorithm, it was initially designedddeveloped
in 2002 [24]. AFSO algorithm is developed by minirak the
behaviors of fish swarm. Many kinds of optimizatipmblems
has employed AFSO algorithm, it has also confirrbeter
performance [24-30]. AFs (Artificial Fishes) seardhe
problem space based on the four behavioral aets/diesigned
in the algorithm. The position, in which AF resides
considerably is solution space and other AF's sphéfs
achieve a solution point where its degree of fomdsestency is
maximum, which is also, called as global optimum.
Initialization phase of the algorithm starts witlandom
behavior. The key step in the fish swarm algorithismghe
visual scope. A basic biological behavior of anynal is to
discover an area with more food, by its vision ense, depen-
ding on present state of the individual in the gdafon [25].
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Segmentation algorithm with a high sensitivity tasgicious
lesions is thus desirable. In this paper, segmentaigorithm
applies artificial fish swarm intelligence methodaskd
clustering approach for segmenting the suspici@ssohs in

breast DCE-MRI. The proposed method is examined for
image

segmentation by clustering the breast DCE-MR
followed by edge enhancement and thresholding @erto
find the ROI of the breast images. This proposegbrgdhm
demonstrated a high sensitivity of detecting lesion DCE-
MRI data from clinical practice.

The organization of remaining of this paper isfafows.
Section 2 details the artificial fish swarm optimization

algorithm. InSection 3 exhaustive discussion of segmentation

based on artificial fish swarm optimization algbnit is

represented.Section 4 discusses in detail the experimental

results and its analysis. Conclusion is dealt ie final
Section 5.

2. Artificial Fish Swarm Optimization
Algorithm (AFSOA)

The AF recognizes external knowledge by its vistown in
Figurel. X is the present location of an artificial fisAR),
visual is the visual area or distance, apdsxthe visual location
of AF. If the fitness value of the solution at tisual location
is better than the current solution, it moves fadva step in
that direction, and arrives thgex position; else, continues to
investigate in the vision space. If the AF doegéamumber of
investigating trials, it will gain more knowledgéaut overall
positions of the vision. AFSO imposes features suach
gradient information independent on the type ofeotiye
function chosen and has the capability to solve plem
nonlinear optimization problems. Additionally; thegn also
attain quicker convergence speed than other opiioiz
algorithms.

Figurel. Vison sense perception of the Artificial Fish

Optimization method

The AFSO algorithm model based on four major aiitigi of
fish, preying, swarming, following, and random, sbefour
activities entirely carry out the local search dmttthe
population diversity is guaranteed extremely andnmture
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convergence of solution is evaded by local optis@ltion.
Artificial fish swarm optimization design methodmprise of
two parts: variables part and functions part, theables part
incorporate X (present location of artificial fish)step
(maximum step length), visual (view area), itenatrmimber
(maximum test iterations) and crowd factof0 <5 < 1). The
function part is modeled to have four set of bebiszithey are
prey, swarm, follow and random. In each step ofalgerithm,
artificial fish swarm searches for solutions witetter fithess
values in the provided problem search space byemehting
these four activities based on the given algorifhmocedure
[24-27].

3. Artificial Fish Swarm Clustering For
Segmenting Lesions in Breast DCE-MR
Images

This work is an experiment of using artificial fisswarm
algorithm for segmenting DCE-MR images, particylan the
detection of Region of Interest (ROI) on breast DGR
images. Each input DCE-MR image undergoes a nurober
sequential processing steps: pre-processing, catififish
swarm algorithm based clustering, enhancing thee®dof
clustered output and extracting the region of wder This
segmentation tool provides the physician with dpson of
the disease.

3.1. Clustering of DCE-MR Image using

Artificial Fish Swarm Optimization Algorithm

The input image is preprocessed before clustedngemoval
of artifacts, noises and makes the pre-processaddrauitable
for further process such as segmentation and dmtectf

region of interest (ROI). The most commonly affeat@ises in
breast DCE-MRI images are salt and pepper and ¢toissise,
the main property of a de-noising model is to reenthe noise
from the input image and also preserve the edges¢noising
algorithms may eliminate diagnostically importamtad! details
in the image. The use of median filter in the poepssing
phase reduces the effects of random, salt and pegpe
Poisson noises whereas at the same time minimibgpss of
resolution. The median filter has also proved torheh better
at preserving sharp edges in the MRI images thherdilters

and make the preprocessed image suitable for furthe
processing [16-17].

The preprocessed image is used for clusteringstéimg in
MRI image data is the process of identifying clustan the
given multidimensional image data based on atteibgpace
through similarity measure. The most commonly usexthod
to compute a similarity measure is the distancesumes. The
Euclidean distance measure definedBquation 1 is used,
where x(j) is the I" data point belonging to th¥ pluster, gis
the {" cluster centre, m designates the number of clisted n
is the number of data points present in cluster j.
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The major task of artificial fish swarm clusteringgthod is to
search for appropriate cluster centers €s...,G,) such that the
clustering measure, Euclidean distancEquationl) is
minimized.

The basic steps of artificial fish swarm clusteropgration are:

stepl: Initialization: Generate N individuals randomlyh&
fish population size of N is defined as x5, ...,X,).

step2: Fitness value calculation: calculate the corredpan
fitness value to every individual fish usiguation 2; select
the fittest solution of the artificial fish.

n
f, (x) = Z x? Eqg. 2
i=1
step3: Select implementation behavior: the artificiabhies
initially simulates swarm and follow behavior; thein
implements the suitable behavior by comparing fitreess
value of the solutions; by default AFs does foragkavior and
then optimal solution is added in the next generaGen=Gen
+l usingEquations 3 and4.

X =X + Visual.rand() Eq. 3

X, - X

Xy = X +
= Xy

Steprand()
Eq. 4

step4: Update of values: compare the fitness value ofyeve
artificial fish in current location with the previe location
value, update the AFs location to the new valui i better
than the previous value; else, the location of A&skept
unchanged.

step5: End condition: when the generation size exceeds

maximum allotted size (Gen>Genmax), end the algariand
output the optimal value; otherwise, turnstep2.

In the proposed fish swarm optimization clustering
algorithm, each fish in the algorithm provides atemtial
clustering solution for the set of M cluster cesteffor
clustering the given breast DCE-MR image datasetdlusters
are sufficient to categorize between five differéppes of
tissues such as adipose tissue, glandular tissuets,dair,
benign or malignant lesions.

Assume that the swarm of artificial fish consists N
artificial fish, current location of artificial fts is shown by
vector X=(%,X,, ...,X,) where x=(i=1,2,...,n) is the solution to
be optimized of artificial fish swarm algorithm. ¥(x) is the
quality of food (fitness of solution) of the artii@al fish at the
particular solution location and Y is the objectfuaction. The
search process of the algorithm must be designedah a way
to evade the regions around local minima in ordesgproach
the global optimum. The sphere objective functiomsed; the
sphere function is unimodal simple and strongly veon
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function. The particular advantage of using thigeotive
function is that it is well adapted to constrairmutimization.
The other significant parameters such as the viated of the
artificial fish, the maximum moving step value, ttengestion
factor and the maximum number of try in every seaace
expressed as Visual, Stepand Iteration-number. Congestion
factor present in the algorithm restricts the sweasize of
artificial fish swarm. The visual area is equal dight field
(distance) of artificial fish and xv is a randonecdtion value in
visual field area where the artificial fish wantova. If the
new X, location has better food quality than present t&mbu
then the location of artificial fish is changedfro to x,e, but

if the food quality at current location is betthah X, location,

it continues to search in the visual field areae Tdistance
between two artificial fishes;xand x are measured using
Euclidean distance measure, which is expressed;3jxek;||.
These parameters are selected empirically. In etep of
AFSO algorithm, AF search for solutions with betfgéness
values in solution search space by implementingehi®ur
behaviors depending on the algorithm procedure2[Z4-

Based on the behavioral description of the aidififish, all
the artificial fish in the algorithm searches iemarch space and
makes its allied fishes to select a suitable befratd move
advance at the earliest towards in the directionoptimal
solution. The preying behavior is a biological b&bawhich
moves towards the food; this is represented by auhy
selecting a state within its visual area distatgethis the AF
more easily finds the global solution and convergéke
swarming behavior is represented by making a mowards
the midpoint in the visual field scope of. Xhe swarming
behavior is progressive stage that is initiated/ dinthe newly
found solution has a better fitness function vathan the
current location x Else, the point xfollows the searching
behavior. The following behavior presents a moveneérish
towards the solution that has the last functioru@abk,,. The
swarm and follow behavior can be termed as localcte
When the objective function value in the searctcspgioes not
change for a certain number of iterations, the rdlgm uses
random behavior. In such a case the algorithm selandom
individual from the search space. The AFSO algoriis not
sensitive to its initial points of cluster centdtdhas acceptable
convergence speed based on number of iterations|camad
optimum with more potential progress.

The artificial fish swarm optimized clustered wEe®CE-
MR image output is then edge enhanced by unshiéep [81],
followed by proper thresholding [32], the tumor BOI is
extract from the edge enhanced breast DCE-MR image.

4. Experimental Results and Analysis

This section presents the statistical experimemtaalysis
results of employing the artificial fish swarm apization
based clustering algorithm for detecting lesiomfrthe given
breast DCE-MR image dataset.
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4.1. Evaluation data and methods

The main objective of the experiment is to evaludtie
performance of the proposed artificial fish swamtimization
based clustering algorithm for detecting lesiomfrthe given
breast DCE-MR images received from the Radiology
Department of Kovai Medical Center and Hospital (€M),
Coimbatore, Tamil Nadu, India. The dataset examiadeast
DCE-MR images acquired under different spatial-terap
resolutions from a Siemens Magnetom Avanto 1.5a &R
scanner, the current analysis in breast DCE-MRmanly
based on dynamic contrast enhanced T1-weighted (DCH®)
images and the breast DCE-MR images obtained frioen t
online source (http://cancerimagingarchive.net), rewealso
used. Examination of these real and simulated twda€E-
MR image datasets helps to exhibit that the aiifidish
swarm optimization based segmentation approachréasb
DCE-MRI analysis is more reliable, robust to diffiet imaging
protocols.

Table 1. Parametersused in AFSO clustering algorithm.

Parameters Values
Population size of fish 50
Visual range 10
Crowding factor 0.9
Step factor 8
Genmax (maximum generation) 5
Maximum number of iterations, R 1000

Table2. Algorithm measures of
segmentation algorithm.

AFSO clustering based

Gro'und_tru'th M'eanof Standard Lesion size Accuracy
Image (lesion sizein fithess deviation  in pixds %)
pixels) function p 0
Image 1 292 0.04602  0.00000 291 99.65
Image 2 3273 0.16065  0.00000 3219 98.35
Image 3 298 0.09423  0.00000 295 98.99
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Figure 2. The ROC curve of AFSO clustering based segmentation.
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The proposed segmentation method utilizes theicatiffish
swarm optimization clustering algorithm to searchthe set of

M cluster centers that minimizes a given clustenngasure.
Table 1 presents the parameter values used in the aatifish
swarm optimization based clustering algorithm
implementation, which are selected empirically. d&pplying a
suitable threshold value to the clustered outpuagenthe ROI

or lesion region is extracted. When the extractedioh
overlaps with a true lesion given in the groundhrof the
provided image, is called a true positive detectidfhen the
extracted lesion part does not overlaps with a leg®n given

in the ground truth of the provided image, is ahlk false
positive detection. The accuracy of the algoritsntalculated
by comparing the extracted lesion with its corregting
ground truth provided by the physicians and it is
mathematically defined iEquation 5. The accuracy for each
segmented image shown kiigures 3 to 5 are calculated using
Equation 5 and tabulated in th€able 2. The sensitivity and 1-
specificity values for the segmented images areviesd at
several threshold values usiguations6 and 7, which are
used to evaluate the performance of the algoritfithe
threshold values are varied from 0.42 to 0.68 @pstof 0.01.
These rates are calculated and illustrated usin@ R@ve and
the best solution has been plotted as showhigare 2, The
ROC or free response ROC (FROC) provides the most
comprehensive description of the detection accufagy The
proposed AFSO based segmentation technique produces
consistently higher accuracy at a threshold valu8.64 and
achieves a high sensitivity of 98.7%.

Accuracy: ACC = TP+ Eq. 5
TP +FP+FN +TN
e TN
Specificity: P = ——— Eq. 6
P Y TN +FP a
Sensitivity: SN S L Eq. 7
TP +FN

Where TP = true positive, TN = true negative, FHalse
positive, and FN = false negative.

By using AFSO clustering algorithm the breast ragis
segmented efficiently and the segmentation algorittas high
accuracy is for detecting suspicious ROIs and tiedirpinary
results of the proposed algorithm illustratedrigures 3 to 5
shows a reasonable match between manual divisidrha of
proposed method and gives better results in aé@sp

4.2. Performance Evaluation of Algorithm

The performance measures of AFSO clustering based
segmentation algorithm such as mean of fitness tifumc
standard deviation and accuracy for each segmentede
shown inFigures3 to 5 are calculated and tabulated in the
Table 2. The sphere function is used to evaluate the Sttrad

the solution. The mean of fithess function meadodicates
searching quality of optimum solution.



Janaki Sathya D et al: Artificial fish swarm optimization algorithm in breast DCE-MR

) Input image b) AFSO clustering output_

Figure 3. AFSO based segmentation algorithm output

b) AFSO clustering outpuf

a) Input image

Figure 4. AFSO based segmentation algorithm output

a) Input image b) AFSO clustering output

Figure 5. AFSO based segmentation algorithm output

The predominant performance measure criterion uracy
that is the degree to which an algorithm’s segmemtaesults
matches with the given ground truth. The algoriferachieves
a high sensitivity of 98.7%, the algorithm’s perfance can be
better analyzed by experimenting it over differbréast DCE-
MR images. This proposed segmentation algorithnm@e
reliable because it accomplishes same partitiogiven input
image in all executions. To prove that AFSO aldwnitis
adaptable to variability of images, breast DCE-Miage from
online source is used, the segmented output is shiow
Figure4 and accuracy results are tabulated able 2. It is a
robust algorithm, the measure of robustness oflaisn can
be defined using the standard deviation of the dive
function, smaller the robustness measure (standawihtion
value) more robust the solution is. The algorittefficiency is
tested by measuring the time required for executing
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d) Segmented output

ket

:c) Edge énhanced ouiput

d) Segmented output

|
¢) Edge enhanced output

d) Segmented output

algorithm, it takes 102 seconds and the algoritboupies very
little space. The results confirm that the new segfation
method has high sensitivity, convergence speeth, diguracy,
reliability and robustness for the diagnosis of ides
independently identified by a radiologist.

4.3. Comparing performance of different
clustering techniques

The availability of a number of high-quality extcdative
methods supposed to encourage the clinician to tathgse
CAD tools into everyday clinical practice. Segméiota
performance has been compared in order to deteroptimal
segmentation algorithms for detecting lesions froneast
DCE-MR images. The comparison of the performance
different segmentation methods is very difficuldamfeasible
due to the use of different databases.

of
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Table 3. Qualitative performance comparison of the various popular
clustering for segmentation.

Pol J Med Phys Eng 2017;23(2):29-36

clustering techniques with the proposed fish swarm optimized

Ground truth
(tumor sizein pixels)

Typeof Clustering algorithm

Standard deviation ~ Tumor sizein pixels  Accuracy (%)

SOM (Self Organizing Map) 0.347 276 94.52

K-means 0.386 274 93.83

Imagel Fuzzy C-means 292 0.423 266 91.09
Enhanced SOM based K-means 0.335 282 96.57

ABC(Artificial Bee Colony) 0.000 290 99.31

AFSO (Artificial Fish Swarm Optimization) 0.000 291 99.65

SOM (Self Organizing Map) 0.531 2930 89.52

K-means 0.544 2897 88.51

Image2 Fuzzy C-means 3273 0.589 2840 86.77
Enhanced SOM based K-means 0.437 2981 91.07

ABC (Artificial Bee Colony) 0.000 3204 97.89

AFSO (Artificial Fish Swarm Optimization) 0.000 3219 98.35

SOM (Self Organizing Map) 0.396 275 92.28

K-means 0.415 273 91.61

Image3 Fuzzy C-means 298 0.542 265 88.92
Enhanced SOM based K-means 0.379 281 94.29

ABC (Artificial Bee Colony) 0.000 293 98.32

AFSO (Artificial Fish Swarm Optimization) 0.000 295 98.99

The Table 3 provides a performance comparison of the results
of the proposed segmentation algorithm with thobetber
research works presented in [16, 17, 34, and 3%¢nms of
accuracy and robustness. The breast DCE-MR imatgsata
used by all the clustering techniques presentedainle 3 is
same.

The first and most significant conclusion that bamobtained
from this experimentation is that self-organisingm{SOM) is
less susceptible to local optima than K-means. rduri
experimental analysis it is quite obvious thatgbarch space is
better reconnoitred by SOM. The self-organising rig@M)
offers the possibility for an early exploration tife search
space and as the search process continues it psogrly
narrows the search. At the end of the search psatesSOM
clustering is exactly the similar to K-means clusig. K-
means clustering approach provides reasonably ihighe
accuracy and requires less computation. The reBultgy C-
means clustering and K-means clustering are cldsgr,the
fuzzy measure calculation needs more computatiog.tiThe
K-means algorithm does not work well for high direiems
and sensitive to initialization problem. These ¢miets can
outperformed by employing enhanced SOM based K-siean
clustering algorithm which is a fusion of SOM andnkans
clustering methods. Enhanced SOM based K-meangpised
on the provided image dataset for reducing the dgios
keeping intact the topological structure of the adaBy
observing the standard deviations of the resultsioéd it is
understood that the robustness of enhanced SOMd bdse

minima. By examining théfable 3 it is clear that the ABC
optimization based clustering algorithm performaiganore
robust and provides high accuracy than enhanced $&déd
K-means clustering algorithm. The ABC clusteringasithm

is able to provide the same partition of imagelimuns which
makes it more reliable, the efficiency of the ABistering
algorithm is better since the time required is o) seconds
and space required is also less. ABC algorithm hbsd few
drawbacks such as slow convergence rate and preghatu
falling into local optima. The accuracy of the pogpd fish
swarm clustering based segmentation algorithm ighédhri
compared to artificial bee colony algorithm. Sindbe
accuracies of ABC and AFSO algorithms are high,irthe
efficiency is tested by measuring the time requirfed
executing the algorithm. ABC requires 120 secontiereas
Fish swarm requires only 102 seconds, therefore the
convergences speed is also comparatively high. &gdrithm
has many advantages including fault tolerance, efast
convergence rate, adaptability and high accuraecypesed to
artificial bee colony clustering.

Examining the results of performance evaluatiotaioied in
Table 3, according to comparisons it is found that thet bes
results were obtained when using fish swarm opttion
clustering based segmentation method. The expetainen
results demonstrate that the proposed fish swarmsteasing
optimized segmentation algorithm has provided esfin
accurate segmentation image with detail abnornsaué and
confirms the usefulness of the algorithm as anciefit

means is better than SOM, K-means and Fuzzy C-meanssegmentation tool for the provided breast DCE-MRagm

clustering algorithm. It is well-known that in emted SOM
based K-means clustering, the training or learnsmeed
depends on the choice of the learning rate whickesmahe
convergence rate slower, and it also has trappindpeal

34

dataset. It shows that the artificial fish swarmoaithm is very
successful on producing optimization in selectidncluster
centers in clustering of given image data. The psep
segmentation model is implemented using MATLAB &ith
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its image processing and statistical toolboxes. Sgeification
of personal computer used for programming is thelI(R)
Core (TM) 2 Duo CPU T6600 @ 2.20 GHz. The compmeati
detection of lesions may therefore useful for disarating
between disease stages. Further analysis will béorpeed
with a different imaging data set to determine
generalizability of the results.

5. Conclusions

In the proposed new segmentation method, artifidish
swarm structure was configured for segmenting ababr
regions from breast DCE-MR images. Experimentalltss
shows that the proposed algorithm converges towglaisal
optimum value and obtained results that are redbtistable in
different performance. It has many advantages, sscktrong

the
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robustness, global search ability, has better ieffiy, high
accuracy, insensitive to employed initial valuesl aolerance
to parameter settings. Thus artificial fish swarlgoathm has
been proved that it provides good results for hr&€ZE-MR

imaging segmentation of the provided dataset andéean be
used for medical image analysis purpose effectively

Acknowledgement

We thank Dr R. Rupa, DMRD, DNB, Consultant Radiddtg
KMCH (Kovai Medical Centre and Hospital), Coimbatpr
Tamil Nadu, India, for providing the breast DCE-MfRages

dataset along with its ground truth used for testithe

algorithm proposed and her valuable clinical advice

References

(1]
(2]

(3]
(4]
(5]
(6]
(7]
(8]
(9]
(10]
[11]
(12]
(13]
(14]
(15]
(16]
(17]

(18]

Lehman CD, Schnall MD. Imaging in breast cancesignetic resonance imaging. Breast Cancer Res. Z#)x15-219.

Herdman R, Norton L, editors. Saving women'sdivstrategies for improving breast cancer deteditd diagnosis. Washington
(DC): National Academies Press; 2005.

Kerlikowske K, Carney PA, Geller B, et al. Perfance of screening mammography among women withwéthdut a first-degree
relative with breast cancer. Ann Intern Med. 2088{1.1):855-863.

Kolb TM, Lichy J, Newhouse JH. Comparison of gherformance of screening mammography, physicahexation, and breast us
and evaluation of factors that influence them: Aalgsis of 27,825 patient evaluations. Radiolog2025(1):165-175.

Bird RE, Wallace TW, Yankaskas BC. Analysis of aaiscmissed at screening mammography. Radiology.;199@3):613-617.
Kopans DB. The positive predictive value of maagraphy. AJR Am J Roentgenol. 1992;158(3):521-526.

Reiser |, Nishikawa RM, Giger ML, et al. Computerd detection of mass lesions in digital breaso®mthesis images using two-
and three dimensional radial gradient index segatiemt. Technol Cancer Res Treat. 2004;3(5):437-441.

Pavic D, Koomen M, Kuzmiak C, et al. Ultrasouimdthe management of breast disease. Curr WomealshHRep. 2003;3(2):156-
164.

Weir L, Worsley D, Bernstein V. The value of FOg@sitron emission tomography in the managemepaténts with breast cancer.
Breast J. 2005;11(3):204-209.

Eubank WB, Mankoff DA. Evolving role of posimoemission tomography in breast cancer imaging. ilseltucl Med.
2005;35(2):84-99.

Sardanelli F, Giuseppetti GM, Panizza P |eBansitivity of MRI versus mammography for detegtfoci of multifocal, multicentric
breast cancer in fatty and dense breasts usinwlioge-breast pathologic examination as a gold stahdAJR Am J Roentgenol.
2004;183(4);1149-1157.

Liberman L, editor. Breast MRI: diagnosis anteimention. Springer; 2005.

Heiberg EV, Perman WH, Herrmann VM, et al. Rymic sequential 3D gadolinium-enhanced MRI of thelelbreast. Magn Reson
Imaging. 1996;14(4):337-348.

Cardillo FA, Francesco M. Image analysis methodMRI examinations of the breast. Universita diaP Technical Report TR-09-
16; 2009.

Coto E, Grimm S. Bruckner S, et.al. MammoExpiokn advanced CAD application for breast DCE-MRI. Rroceedings of
Vision, Modelling, and Visualization 2005. 2005;98&-

Sathya DJ, Geetha K. Development of intelliggystem based on artificial swarm bee colony elirsg) algorithm for efficient mass
extraction from breast DCE-MR Images. Int J RecenhdseEngineering and Technology. 2011;6(1):82-88.

Sathya DJ, Geetha K. Development of CAD systemed on enhanced clustering based segmentagjonitiain for detection of
masses in breast DCE-MRI. Int 3 Comput Science 1s8044.;8(5):378-387.

Liang X, Ramamohanara K, Frazer H, et al. Less@gmentation in Dynamic Contrast Enhanced MRI o&&8re2012 International
Conference on Digital Image Computing Techniques/Agplications (DICTA). Fremantle, WA. 2012;1-8.

35



Janaki Sathya D et al: Artificial fish swarm optimization algorithm in breast DCE-MR

[19] Meinel LA, Buelow T, Huo D, et al. Robust segrtation of masdesions in contrastnhanced dynamic breast MR images. Journal

(20]

(21]

[22]

(23]

(24]

(25]

(26]
(27]
(28]
(29]
(30]
(31]
(32]
(33]

(34]

(35]

of magnetic resonance imaging. 2010;32(1):110-119.

Pang Y, Li L, Hu W, Peng Y, et al. Computerizgfmentation and characterization of breast lesimynamic contrast-enhanced
MR images using fuzzy c-means clustering and sradrerithm. Computational and Mathematical Methodsviedicine. 2012.
Article ID 634907

Baltzer PA, Dietzel M, Kaiser WA. Nonmass lesioin magnetic resonance imaging of the breasttiaddl T2-weighted images
improve diagnostic accuracy. J Comput Assist Tom2@t1;35(3):361-366.

Ertas G, Giilgir HO, Osman O, et al. Breast MR segmentatiah lesion detection with cellular neural netwosksl 3D template
matching. Computers in biology and medicine. 200&;8816-126.

Tan Y, Liu L, Liu Q, \et al. Automatic breaRCE-MRI segmentation using compound morphologicalraiens. 2011 4th
International Conference on Biomedical Engineering Enformatics (BMEI). Shanghai. 2011;147-150.

Li XL, Shao ZJ, Qian JX. An optimizing methd@sed on autonomous animats: fish-swarm algori8ystem Engineering Theory
and Practice. 2002;22(11):32-38.

Rocha A, Fernandes E, Martins T. Novel fish swéeuristics for bound constrained global optiriczaproblems. In: Murgante B,
Gervasi O, Iglesias A, et al. (eds) Computationaei@®= and Its Applications - ICCSA 2011. ICCSA 2011ctuee Notes in
Computer Science, vol 6784. Springer, Berlin, Heieedb

He S, Belacel N, Hamam H, et al. Fuzzy clusgrivith improved artificial fish swarm algorithm0@9 International Joint
Conference on Computational Sciences and Optimizafianya, Hainan. 2009;317-321.

Xiao L. A clustering algorithm based on adifil fish school. 2010 2nd International ConferenceComputer Engineering and
Technology. Chengdu. 2010;V7-766-V7-769.

Zhang M, Shao C, Li M, Sun J. Mining classifica rule with artificial fish swarm. 2006 6th WdrlCongress on Intelligent Control
and Automation. Dalian. 2006;5877-5881.

Cui G, Cao X, Zhou J, et al. The optimization DNA encoding sequences based on improved AFS idigms. 2007 IEEE
International Conference on Automation and Logsstiinan. 2007;1141-1144.

Azad MA, Rocha AM, Fernandes EM. Improved binartificial fish swarm algorithm for the 0-1 mutmensional knapsack
problems. Swarm and Evolutionary Computation. 204:468-75.

Janaki Sathya D, Geetha K. Comparative studgifiérent edge enhancement filters in spatial danfar magnetic resonance
images. AMSE Journal. 2011;54(1):30-43.

Weszka JS. A survey of threshold selectiommégues. Computer Graphics and Image Processing; 1@7:259-265.
Swets JA. ROC analysis applied to the evaluatiomedical imaging techniques. Invest Radiol. 194€2):109-121.

Janaki Sathya D, Geetha K. A comparison ofatersoft computing techniques for segmentatiorRGfl from breast DCE-MR
Images. Karpagam Journal of Computer Science. 2(R)31716-128.

Sathya DJ, Geetha K. Quantitative comparisérantificial honey bee colony clustering and enteth<(SOM based K-means
clustering algorithms for extraction of ROI from hst DCE-MR images. International Journal on Recemdsén Engineering and
Technology. 2013;8(1):51-56.

36

Pol J Med Phys Eng 2017;23(2):29-36



