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Abstract

A novel scheme for lesions classification in chestiographs is presented in this paper. Featue®xracted from
detected lesions from lung regions which are se¢mdemutomatically. Then, we needed to eliminateumednt
variables from the subset extracted because ttiegtafie performance of the classification. We uSexpwise Forward
Selection and Principal Components Analysis. Thenpbtained two subsets of features. We finallyeeixpented the
Stepwise/FCM/SVM classification and the PCA/FCM/SVEhe. The ROC curves show that the hybrid
PCA/FCM/SVM has relatively better accuracy and rdahle higher efficiency. Experimental results segjghat this
approach may be helpful to radiologists for readihgst images.

Key words: computer aided diagnosis; lung lesion classificgtFCM; SVM; PCA.

1. Introduction

By 2020, four of the seven major killers worldwidee
expected to be lung diseases [1]. A chest X-raften the first
procedure a patient will undergo if the doctor stp he has
lung disease. Uncertainty is widely present in datahest
radiography. Computer-assisted approaches maylp&uhtor
handling this vagueness and as a support to diegnoshis
field. Therefore, the development of a reliable pater aided
diagnosis (CAD) system for lung diseases is on¢hefmost
important research topics. Despite, lesion classifin systems
provide the foundation for lesions diagnosis antiepa cure,
the studies reported in developing a CAD applicatisas
limited to the distinction between the cancerowsoles from
the non-cancerous. Physicians need a system whdch i
significantly analogous to a human judgment in ghecess of
analysis and decision making. The design of a ifiassvhich
can give an idea about the nature of the lesiangxample the
lesion is of 50% an infection, 10% a cancer and 38%
tuberculosis etc... can help the radiologist to bitable for
handling a decision making process concerning. egehr this
goal, we propose a novel approach for classificatib chest
lesions.

The remaining parts of this paper are arrangetblésns:
after considering related works in section 2, sec8 describes
the computerized scheme for classification of Idagions.
Then, the proposed methods are detailed in sedtion
Corresponding experiments are shown in the Expetiahe
Results part; the following part gives the conausi of this
study.
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2. Related Works

The clinical importance of chest radiographs anckirth
complicated nature induces to develop many Comphied
Diagnostic systems (CAD) to assist doctors in tleéection
and classification of lung lesions.

The specification of the nature of lesions on thes
radiographs is an important task also for radi@tsgiBut they
may fail to classify them. The wrong diagnostic cande the
analysis to the incorrect path and cause the lbgsme and
extra expenses. That's why the development of &@hiel
computer aided diagnosis (CAD) system for lung atiseis one
of the most important research topics. There are iwajor
categories related to the CAD systems: CADe (Cosmput
Aided Detection) and CADx (Computer Aided Diagnp$H.
CADe systems detect lesions through medical imggéde
systems are outside the scope of this work). WHikDx
systems aim to improve the processing speed armatndieing
the malignancy of the lesion. We are interestedunwork to
this category which is differentiating between ma#nt and
benign lesions.

More importantly, most research efforts in CADxvéa
concentrated on classification of nodules to bemigd malign.
Experiments in which lesions are categorized asgbenr
malignant together with clinical findings are auttivally
diagnosed, have shown very promising results. Baittiink
that categorizing lesion in which lung disease bgtoto, may
become an important aid to the radiologist in desis

Many methods have been proposed in the literdturehest
lesions classification and diagnosis utilizing alevivariety of

algorithms. The majority of researches include the
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classification process under a description of whHotamputer
Aided Diagnosis systems [2].

The first scientific article that used the ternmputer-aided
diagnosis (CAD), written by Lodwick in 1966. In 1®6[3]
published a study on the analysis of pulmonary hesdu
detected in chest radiographs. He used features vikee
visually determined by human experts from chestogdphs
as input for a Bayesian classifier, and the classifetermined
the probability that the nodules were cancerouse Tihst
application of CAD was thus in chest radiology.|&wing the
vision of Lodwick, CAD in chest radiography was iaety
researched in the 1970s [1]. Within this contextwafrk, a
system which automatically detects and classifieg llesions
from chest radiographs was proposed in [4]. Thetesys
extracts a set of candidate regions by applying the
radiograph three different multi-scale schemes p8ttpVector
Machines (SVMs), using as input different setseaftéires, has
been successfully applied for the classificatiortiodst lesions
to benign and malign. The work of [5] has considetke
classification process as distinction between tasgons and
normal tissues in order to improve radiologistiaacy in
detecting lung nodules.

Fuzzy Logic based methods [6-7] are often usefintsh
data classification tasks and usually can get gdaskification
results. The authors in [8] have developed anduated a
Computer-Aided Diagnostic algorithm for lung nodule
characterization and classification in Chest Radipgs using
Multi-scale Wavelet.

An optimized Support Vector Machine classifier was
proposed in [9]. The main goals of this study arénprove
the classification efficiency and accuracy of SVM ihe
medical image.

The work of [10] proposes a methodology to classiing
nodule and non-nodule using texture features, iGaétif
crawlers and the rose diagram.

We found that the majority of works in Computerdéd
Diagnosis systems in chest radiography has focasetung
cancerous nodule detection. Considering the loaduof
diseases and the position of chest radiographlyardiagnostic
workflow of these diseases, we could argue that the
classification of other types of lesions shoulderee more
attention. We also think that an adapted framewéok
extraction of the adopted features describing tfferdnt kinds
of lesions is the missing part of the methods preskin the
literature.

3. Computerized Scheme for Classification
of Lung Lesions

Here, we only describe the final stage of our CARtem
which is a continuation of our already publishedrkvim [11]:

The segmentation and the detection are discusseduin
previous works [12] and [13] that are briefly pnetgsl in the
next sections.
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3.1 Segmentation

We closely follow our previous work described ir2][which

is an automatic chest radiography segmentation dvark

with integration of spatial relations. The algonittdeveloped
as the initial step of our system works under nguamtion.
The results obtained proving that this is an ercll
initialization step for a CAD system aimed at lutggions
detection and recognition of their sites. The segsw lung
area includes even those parts of the lungs whiehuaually
excluded from the methods presented in the litegatu

3.2 Feature extraction

Almost all features presented in the literature el@ssical
features. Some of them describe the shape of thdidate
region considered as the circularity, the perimetwrme
features are used to study the texture such amtiesity. In
this stage, we need new features that should be &bl
represent the characteristics of the lesions aretifyp the
nature of the detected lesion.

To this aim, we computed several features based on
characteristics given by service of medical imagaigCHU
Charles Nicolle (described in our published work])1

We discussed with our collaborators in the sereiceedical
imaging of the university hospital Charles Nicoked we
detected the five important diseases which are:gLcancer,
Metastasis, Tuberculosis, Infection, Benign tumarsl we
computed the correspond features:

» The X-fraction and Y-fraction: there are the coordinates of
the centroid of the lesion.

» The circularity is defined as the fraction of the area of the
region contained in the circle, with the same aesal
centered in the center of mass, and the area airttie itself.

» Skewness which measures the degree of asymmetry values of
the color components relative to their average.

» Kurtosis that estimates the degree of concavity or conyexit
of the color components relative to their averaygositive
kurtosis indicates a relatively sharp distributiomhile a
negative kurtosis indicates a relatively flat disition.

» Entropy provides information about the disorder that can
have the texture.

» Correlation measures the linear dependencies between the
levels of the components color in the image.

» Homogeneity reflects local homogeneity in the texture.

e Lacunarity describes the distribution of gaps within a
texture.

 Localisation: This feature is calculated thanks to the
information obtained with the segmentation. It t&lkevalue
equal to 1 if the centroid is in right apical, 2k centroid is
in right axillary, 3 if the centroid is in right pecardiac, 4 if
the centroid is in right basal, 5 if the centradn left apical,

6 if the centroid is in left axillary, 7 if the ciaid is in left

paracardiac, 8 if the centroid is in left basal.
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In clinic practice, there are other descriptors hhic
discriminant. These information is gendyatecorded in the
patient file or attached to the image in DICOM fatmThese
descriptors can provide several useful insights the
description of the image content. For example, akar
patient is more likely to have lung cancer than-smokers
individual. Our collaborators in CHU Charles Nicolle hi
proposed this clinical description detailedTiable 1 below.

Table 1. Clinical attributes according to radiologists

Metestasis Benign Malign tumors Tuberculosis
tumors
Age aged young aged young
- - men are exhibite -
Gender indifferent indifferent more than wome indifferent
Smoking smoking is very

related to this disea

The JSRT database, which is a publicly availabtalzese with
247 PosterioAnterior chest radiographs [14], contains o
these two descriptorsheé age and the gender. In the total
have twelve descriptors.

4. The proposed methods

4.1 Feature Reduction

To be classified, images are shown as projected Bpace
image points déed feature space. Feature reduction is a
important step in organizing a classifier. It elaies
insignificant and correlated features that may rietate the
quality of the discrimination. Reduction methodsn che
divided into two categories: faaes selection and featur
extraction. The feature selection is to choose faamong the
calculated attributes, a small number bérn that are mo:
relevant.

However, feature extraction is to extract from thigial set
of attributes, a new smaller tsewhich contains the san
information [15].

The number of reduction methods is very importahg
Figure 1 below presents a brief overview of the main mett

Reduction

subspace
search
algorithms

Extraction

Factorial
Discriminant
Analysis

Principal
components
Analysis

Features
Ranking
Algorithms

Relief
Method

Figure 1. Overview of the main methods of feature selection

Stepwise
forward
selection

99

Pol J Med Phys Eng 2016;22(4):97-103

4.2 The process of Principal Component Analysis
Principal Component Analysis (PCA) is defined adlassica
dimension reduction method for feature selectionl aats
representation technique widely used in the aré&omputer
Aided Diagnosis System 6]. Eigenvalue and eigenvector
components are ranked according to their variamcehe
principal axes and ranked from having the mostridmuion to
the least one. Consider the followi

Let x be an ndimensional column vector. The project im
A is anmn, matrix, ontox by y=A,. In order to determine the
optimal projection vectok, the total scatter of the project
samplesS; is utilized to measure the optimality x:

Sy = x'E{[A —E(A)]T [A — E(A)]}x = xTSx Eq. 1

where G depicts the image covariance ma Suppose that
there are M training sampleA; {i =1,2,3,...,M} and 4 is the
average image:

Sa = 5 2i1[A; — A]" [A; — A] Eq. 2

The optimal projection directit X, denotes the eigenvector
of S, corresponding to the largest eigenvalue. Usuabgtaof
orthonormal projection directior, X;,%,...%, are chosen.
These projection directions are the orthonormakmigctors
of S, corresponding to the fir d largest eigenvalues.

For a given A, lety, = Ax {k=1,2,...,d} A set of projected
feature vectoy, and the principal components A are found.
The feature matrix ofA is obtained asB=[yi,Y,....¥] . The
nearest neighborhood classifier is adopted forsdlaation.
The distance between two arbitrary feature matriB; and
B; , is given by:

sd((By, B;) = Sioallyk — i,
Where [|yi — v} || depicts the Euclidean distance betw y
andy), [16].

Eqg. 3

4.3 Sdlection of the most discriminant Features

The reduction in the feature space in the contéxithe
classification of medical radiographic images igpranordial
step. First, it eliminates insignificant or irrebet features. O
the other hand, high number of features may detsothe
quality d the classification in addition to the risk of celated
features. Finally, the time required for the clisation
depends on how many features are considered. Tl
methods used to reduce the dimension of the feapaee hav
been presented indhprevious section. We saw that it is be
to use search algorithms subspace rather than ng
algorithms attributes. Indeed, they measure thevagice o
attributes with appreciation individually; they dot eliminate
the redundant attributes. Thfore, we look to search subspace
algorithms especiallthe stepwise forward selecti

It thus seems interesting to compare the relevaof
attributes resulting from a selection method witbse from ar
extraction method. We propose to realize the ification
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phase with two sets of features in order to know thost
pertinent features.

We propose to compare the results of the use oftiywise
forward selection with the results of an extractiorethod
which is Principal Components Analysis (PCA).

The motive force behind the use Principal Compbnen

Analysis is to avoid the selection of redundantialaes. It
doesn’'t need any prototypes unlike Factorial Dmanant
Analysis (FDA). However, its limit is that it is projection
method, and that the loss of information caused thgy
projection may cause misinterpretation. Howeverdtae tips
to avoid these disadvantages which will be usedthe
experimentation part.

4.4 Experimental results

This section describes the details of the experismémat we
performed in order to show the results of clasatfan

obtained by applying the Stepwise Forward Selectind the
Principal Components Analysis to the calculateduies. We
start by providing a description of the used dats.sThen, we
explain the results of the selection of significkedtures. After
that, Different experimentations concerning thessification

using FCM, SVM and FCM-SVM are presented. Finalixg

give the discussion.

The forward stepwise selection method was adofutefithd
the optimal combination of features among 12 festuiThe
leave-one-out method was employed to evaluate
performance of each combination of features. Tkalte gave
8 features (size, circularity, x-fraction, y-framti skewness,
kurtosis, homogeneity, correlation).

The graph FKigure2) shows circle of correlation. It
corresponds to a projection of the variables onwa-t
dimensional plane formed by the two factors. Whew t

the

Pol J Med Phys Eng 2016;22(4):97-103

while they are significantly uncorrelated symmetlig
opposed relative at the center, then they are ivegat
correlated significantly.

The first result is interesting to analyze theretation matrix
(Table2). We note the result that th8ize is correlated
respectively with X-fraction and Y-fraction (r=0.924)
(r=0.922). We could notice also tlsgewness is perfectly
correlated with th&urtosis (r = -1), they are redundant varia-
bles. The same thing for theé-fraction and theY-fraction
(r=0.999).

By referring to these factorial planes and takimg account
of comments provided above, we can infer thattkeaction,
the Y-fraction and the Skewness variables should be
suppressed and we can deduce that only ten vasialoée not
correlated.

In the next section, we will use these two subséfeatures
in many experiments to conclude the optimal sulaset the
good classifier.

Variables (axes F1 et F2: 63,05 %)

0,75

» Cirtylarity
05 . Correjation

0,25 *_Gender

a—tocali

& Entropy.~

F2(22,89%)
o

-0,25

& homogeneity
-0,5 b

0,75 * Skewness

variables are far from the center of the graph/enifithey are: 1 075 05 025 0 02 05 075 1
the close relative to each other, while they agmifcantly F1(40,16%)
positively correlated, orthogonal with respect taclke other, Figure 2. Circle of correlation
Table2. Matrix of Pearson
5 _ % > a " 2 c c > 5
| ¢ g = ¢ 5 = £ & & & % § i
Variables & 2 o é é’ 3 é = § 8 8 = ng
5 § &6 & ¥ & ¥ x © 3
Size 1 -0.032 0129 0582 0.192  -0.119 0.059  -0.059 -0.689  0.922 0.924 0.178 0281
Age -0.032 1 0.020 0.206  -0.060  -0.232 0.095  -0.095  -0.149 .00®  -0.023 0.266  0.453
Correlation 0.129 0020 1 -0.133  -0308 0422 -0377 0377 0.382 0.052 0.053  -0.176  -0.191
Gender 0.582 0206  -0.133 1 0295  -0.412 0204  -0.204 -0.474  0.693 0.697 0.358 0.445
Homogeneity 0.192  -0.060 -0.308  0.295 1 0506 0640 -0640 -0.320 0.177 0.179  0.399 0.288
Circularity -0.119  -0.232 0422 -0412  -0506 1 0779 0779 0298  -0.230  -0.237 -0.358  -0.322
Skewness 0.059 0.095 -0.377 0204 0640 -0.779 1 -1.000 -0.284  0.088 0.101 0373 0.211
Kurtosis -0.059  -0.095 0377 -0.204 -0640 0779  -1.000 1 0284 -0.088 -0.101 -0373 -0.211
Lacunarity 0689  -0.149 0382  -0474 -0320 0298 -0284 0284 1 -0.700  -0.694  -0.355  -0.541
Y-fraction 0922  -0.008 0052  0.693 0.177  -0.230 0.088  -0.088 -0.700 1 0.999 0239 0404
X-fraction 0924  -0.023 0.053  0.697 0.179  -0.237 0.101  -0.101 -0.694  0.999 1 0240 0376
Entropy 0.178 0.266  -0.176 0.358 0399 0358 0373 -0373 -0.355 0.239 0.240 1 0.661
Localisation 0.281 0453  -0.191  0.445 0.288  -0.32 0211  -0211 -0541 0404 0376 0661 1
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5. Description of the Classification System

The classification problem has been addressed imyma
computing applications such as medical diagnosis.the
literature we can find the term grouping or clustgiinstead of
classification. Although these two terms are simiflaterms of
language, they are technically different. In fatassification is
a discriminant analysis that uses a supervisedoapprwhere
we are provided with a collection of labeled dakez problem
is to label a newly unlabeled data. Usually, thesgitraining
data is used to learn the descriptions of clasdashwin turn
are used to label a new data. Among these methedBayes
classifier, artificial neural networks, deformabieodels and
support vector machines. Normally, clustering alsvesfers to
unsupervised framework which its problem is to graugiven
collection of unlabeled patterns into meaningfuistérs. There
is a whole family of unsupervised methods, incladin
probabilistic ones, fuzzy ones, evidential onespegglly,
there are two variants of unsupervised classifidessifiers are
known as hard methods and fuzzy methods. The comymon
used fuzzy clustering methods are: FCM Fuzzy C-ideand
its variants. The detail of this part is alreadylmhed in our
previous work in [11].

Table 3. Performances of FCM and SVM classifier in our dataset
[11]

Acccuracy (%) SE(%) SP(%)
Classes

FCM SVM FCM SVM FCM SVM
Cancer 7033 7419 73.00 80.00 71.33 60.00

Metastasis 60.25 50.94 63.88 66.66 61.56 50.00

Infection 55.66 51.72 52.76 50.00 53.00 52.00

Tuberculosis 60.23 56.56 55.85 53.33 57.00 51.88

Benign tumors  53.33 52.00 54.67 51.45 53.89 50.00

5.1 Methods and results

We judge the performance of our classification apph using
several evaluation criteria often used in the ditere. For a five
class clustering problem, one can distinguish postive (TP)
(sample correctly classified), false positive (FRJse sample
classified as true sample), false negative (FNlséfasample
classifier as false sample), and true negative (f&3e sample
classified as true sample).

From these values, measures such as accuracytivigns
(SE) and specificity (SP) can be computed given thg
following equations.

TP

SE = Eq. 4
TP+FN
sp=—"1~% Eq.5
TN+FP
Accuracy = S i — Eq. 6
TP+TN+FP+FN

The results iMMable 3 show that the clusters are identified well
by the FCM algorithm.
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The clusters that contain more errors are those dbatain
fewer samples. The lung cancer is the cluster widicmore
clearly identified by the FCM algorithm (achieved averaged
accuracy rate of the order 70.33% for cancer).

The obtained results by SVM are satisfactory. éujewe
reached a recognition rate of the order 74.19%Hercancer.
We remark that the classification rate is leshedther classes
because of the fewer number of the train and thtedizta.

We can conclude that the SVM can achieve betteuracy
in our classification problem. However, the two huats
cannot represent clusters of small size.

The Fuzzy C Means Algorithm uses a fuzzy clustgrin
which the input vector x is pre-classified with fdient
membership values. The outputs of the FCM algoritnay
present the input vector to the SVM classifier.sTlhist will be
used for the automatic recognition of disease.

The intelligibility is the motive force behind thse of FCM
algorithm for this problem. However, a compromissween
interpretability and accuracy is met. On the othand, we
focused on a more accurate solution by using SVNernTwe
risk losing the linguistic sense defining the fuzmpodels.
Indeed, we have experimented also the possibiitintrease
the interpretability of SVM classifier by the hyBization with
the clustering method Fuzzy C means. The figurémhbshow
the results of Stepwise/FCM/SVM classification and
PCA/FCM/SVM one.

A Receiver Operating Characteristic curve (or ROC
curve) is a plot of the true positive rate agaitist false
positive rate (sensitivity (y-axis) vs. 1 — speditff (x-axis)) for
the different possible cut points of a diagnosit .t

Each point on the ROC -curve represents
sensitivity/specificity pair corresponding to a ftarlar
decision threshold. The area under the ROC curi#)Ais an
indicator of the classification performance [18]. value of
AUC =1 represents perfect classification, AUC 5 @orres-
ponds to random guessing. AUC and its standardatieni are
computed by fitting a bi-normal model to the ROGada

The results obtained with the 8 features of stepvibrward
selection are comparable to those obtained witiLéh&atures
of the Principal Components Analysis. The first setbof
features has too low a discriminating power forfitie classes
of diseases. It is interesting to note that thefgperance of
AUC =0.884 on the cancer database with PCA featise
much higher than the AUC value of the Stepwiseufest , as
shown inFigure 4, that do not exceed 0.699.

These results are better than those presentedeabov
Table3, proving that the hybridization between FCM and
SVM greatly improve classifier performance.

SVM and FCM are promising algorithms, which hawéids
theory foundation and good generalization abilitBut
correlated features can extremely affect the qualif
classification. In this paper, PCA is adopted tduee the
dimension of our data. As shown in our experiments,
hybridizing PCA, FCM and SVM can assure classifarat
accuracy.
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Sensitivity

Sensitivity

Sensitivity

Sensitivity

Sensitivity

Figure 3. Plots ROC curves for the selected featur e sets according
to the stepwise forward selection for cancer, benign tumors,

ROC /Cancer/ AUC=0.699

0.2 0.4 0.6 0.8 1
1-Specificity

ROC / Benign tumors / AUC=0.655

0.2 0.4 0.6 0.8 1
1 - Specificity

ROC / Infection/ AUC=0.580

0.2 0.4 0.6 0.8 1
1 - Specificity

ROC / Tuberculosis/ AUC=0.650

0.2 0.4
1 - Specificity

ROC/ Metastasis/ AUC=0.588

0.6 0.8 1

0.2 0.4 0.6 0.8 1

1-Specificity

infection, tuber culosis and metastasis.

Sensitivity

Sensitivity

Sensitivity

Sensitivity

Figure 4. Plots the ROC curves for the selected features sets for
cancer, benign tumors, infection, tuberculosis and metastasis
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ROC / Cancer/ AUC=0.884
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according to Principal Components Analysis.
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6. Conclusion parameter that achieves 0.884 on the cancer databas
Compared to the traditional SVM and FCM, The hybrid
PCA/FCM/SVM  has  better accuracy and then
Stepwise/FCM/SVM classification. These results prthat the
hybridization between PCA, FCM and SVM greatly i
classifier performance. Hence, on the basis of dhserved
higher efficiency, it can be concluded that the posed
approach is very efficient to classify lung lesi@m it may be
helpful for radiologists in evaluation of the cheaaages.

In the present work, a novel scheme is proposedtHer
diagnosis of lung diseases. Features are extrcieddetected
lesions from lung regions which are segmented aatically.
Then, we needed to eliminate redundant variablem fthe
subset extracted because they affect the perfornahdhe
classification. We used Stepwise Forward Selectamd
Principal Components Analysis (PCA). We finally aibed
two subsets of features and a comparative studsaiized by
using the JSRT database. The validation of the queg
method is measured by using the Area Under CurvdQ)A
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