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Modelling of heat transfer in a packed bed column
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The CFD modelling of heat transfer in the packed bed column in the laminar and turbulent fl ow regimes 
has been presented. Three numerical grids with different densities were generated for the packed bed 
column. The modelling was performed with the use of the Porous Media Model for treating the fl ow inside 
a porous structure. The standard k- model along with the logarithmic wall functions for the turbulent 
fl ow range was used. The infl uence of the mesh size on the accuracy of the fl uid fl ow was studied. Both 
radial and axial direction temperature distributions have been compared with the experimental data1 and 
the values calculated from a 2DADPF model. A good agreement between the experimental and the pre-
dicted values of the pressure drop, temperature distributions and heat transfer coeffi cient was obtained.

Keywords: Packed bed column, Porous media model, Heat transfer, Computational Fluid Dynamics.

INTRODUCTION

Knowledge of heat transfer characteristics of a packed 
bed column is important for chemical engineers for 
controlling the temperature of the packed bed or in 
determining the performance of processes carried in-
side the packed beds. Correlations for the heat transfer 
parameters depend on the velocity profi le. Therefore, 
a fundamental understanding of the fl uid fl ow through 
the packed beds is required. Conventional experimental 
measurement techniques applied to measure the fl uid 
fl ow inside the bed disturb the geometry and fl ow pattern. 
Especially at lower Reynolds numbers it is very diffi cult 
to obtain a good quality experimental data, since at low 
gas velocities temperature profi les in the packed bed 
become very fl at. At this point, a particularly useful for 
the study of heat transfer in the packed bed becomes a 
Laser Doppler Velocimetry (LDV) used by McGreavy 
et al.2. Stephenson and Stewart3 used marker bubbles 
to measure the radial distribution of fl ow of a matched 
refractive index fl uid in transparent packed beds. Both 
studies found an oscillatory radial velocity profi le. Kut-
sovsky et al.4 have been used a non-invasive Magnetic 
Resonance Imaging (MRI) experimental method to 
obtain local fl ow patterns in fi xed beds. The method has 
been restricted to low fl ow rates, Re < 100 and to fl uids 
which can produce a suitable signal for measurement. The 
MRI results show that the velocity profi le was roughly 
parabolic with the maximum being near the center of the 
tube. Negative velocities or reversed fl ow within the bed 
were shown4. It was also noted that lots of studies have 
considered heat transfer in the packed bed column5–6. 
These studies reported the experimental correlations for 
the effective thermal conductivities and wall heat transfer 
coeffi cient. The effective heat transfer parameters were 
derived also based on the two-dimensional axial disper-
sion plug fl ow (2DADPF) model1. The 2DADPF model 
was calculated from equation (1): 

 (1)
where at the column wall the boundary conditions for 
the 2DADPF model was given as: 

 (2)

while at the inlet of the column a uniform temperature 
distribution was assumed:
T = T0 (3)

Experimental studies of the heat transfer coeffi cients 
in the packed bed have been carried by numerous au-
thors7–10 and was summarized in Table 1. 
Table 1. Results of the experimental studies of the heat transfer 

in the packed bed

In the last years, there has been an enormous improve-
ment in understanding the heat transfer in a packed 
bed column achieved by using a Computational Fluid 
Dynamics (CFD). The earliest CFD fi xed bed simulations 
used two-dimensional modes. The fi xed-bed modelling by 
CFD techniques has been performed by Lattice Boltz-
mann method (LBM) or based on the fi nite-volume/
element solution of the continuum equations. The fi rst 
approach, LBM has been used for the simulations of 
fi xed beds of spheres to analyze isothermal fl ow fi elds 
with chemical reactions11–12. The method has not been 
successful in including heat transfer. Instead of the Lat-
tice Boltzmann method the fi nite-volume methods have 
been implemented in the simulation of fi xed beds more 
frequently. The study of particle-to-fl uid heat transfer 
under creeping fl ow in a 3D cubic array of spheres13 can 
be considered as one of the earlier applications in this 
fi eld. The full-bed models with spheres were studied to 
obtain the heat transfer modeling parameters such as the 
wall Nusselt numbers14 and detailed fl ow/temperature 
profi les were obtained15 with validation by experimental 
data16. Furthermore, particle-to-fl uid mass17 and heat 
transfer were covered with experimental verifi cation18. 
Logtenberg and Dixon19 used a commercial fi nite ele-
ment code Ansys/Flotran to calculate temperatures at 
different locations in the bed consisted of eight spheres. 
The study showed that at the lowest fl ow rate (Re = 18) 
the temperature was already almost uniform. At the in-
termediate Reynolds numbers, the temperature profi les 
were rapidly changing over the length of two spheres, 
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while at Re = 707 the temperature profi le was hardly 
developed. 

In the presented paper, the porous media model has 
been used to study heat transfer in the packed bed 
column in the laminar and turbulent fl ow regimes. The 
CFD modelling of heat transfer was carried out in the 
steady-state for Reynolds number of 8, 187, 291, 328, 
378, 494 and 556. Based on the comparison between 
the predicted and experimental values, discussed is the 
relation between prediction accuracy and mesh density. 
The investigation covers the impact of the residence 
time of the fl owing gas on the heat rate of air fl ux in 
the packed bed column between laminar and turbulent 
regimes and the effects of the non-uniform heat transfer 
at the inlet to the packed bed column. Those results are 
also referred to experimental data20. A comparison of the 
averaged heat transfer coeffi cient between the predicted 
and experimental correlations published in the literature 
was performed. The main purpose of the paper was to 
work out and validate a numerical modelling method 
leading to good agreement between the predicted and 
experimental values of the temperature profi les.

THE METHOD OF MODELLING

The method of Computational Fluid Dynamics (CFD) 
was applied to simulate the heat transfer in the packed 
bed column. The numerical calculations were carried 
out in both the laminar and turbulent fl ow regimes. The 
range of the numerical investigation was summarized 
in Table 2 and the basic dimensions of the packed bed 
column – in Table 3. The calculated fl ow superfi cial ve-
locities in the packed bed were: wp = 0.023, 0.55, 0.85, 
0.96, 1.1, 1.44 and 1.62 [ms-1], respectively for the given 
Reynolds numbers. 

merical density: 31 178 – (31k), 70 125 – (70k) and 126 
644 – (126k) computational cells. Labels were used to 
distinguish the grid sizes. The quality of grids was tested 
by an EquiAngleSkew parameter. 

The standard Navier-Stokes equations (Eq. (8) with 
Eq. (9)) along with the energy transport equation (Eq. 
(10)) were solved in laminar fl ow regime, whereas the 
standard Reynolds averaged Navier-Stokes (RANS) 
equations (Eq. (11)) with the continuity (Eq. (12)) and 
energy transport (Eq. (13)) were solved in the turbulent 
heat transfer modelling.

 (8)

 (9)

 (10)

 (11)

 (12)

 (13)
The terms on the left-hand side of Eqs. (8), (10), (11) 

and (13) represent the rates of addition by convection 
of the momentum, temperature, mean momentum and 
mean temperature, respectively. The fi rst term on the 
right-hand side of these equations describes the input 
of the molecular transport. The quantity,  stands for 
the external force exerted on the fl uid and to simulate 
the fl ow inside the porous structure for a given ith fl ow 
direction was given by equation (14) called a Porous 
Media Model21:

 (14)
The heat transfer model in Porous Media Model as-

sumed the local thermal equilibrium between the fl uid 
and solid phase. The packed bed permeability,  and 
the inertial resistance factor, C2, were calculated from 
the Eqs. (15) and (16)21, respectively:

 (15)

 (16)
In the laminar fl ow modelling inertial losses may be 

omitted and the factor C2 is not required. 
In order to close the equation set (of Eqs. (11) and 

(12)), the standard k - ε turbulence model21 was used 
(Eqs. (17)  and (18)):

 (17)

 
 (18)
where k is the turbulent kinetic energy and εits dissipa-
tion rate. The turbulent eddy viscosity, μt, was specifi ed 
as follows:

Table 3. Basic dimensions of the packed bed column similar 
to the experimental setup of Wen and Ding1

Table 2. Range of the CFD studies

The CFD model was based on an experimental setup 
of Wen and Ding1. Glass balls were packed into the 
column in a random manner and compressed air was 
passed through the bed from the inlet at the bottom of 
the column toward the outlet at the top. Wen and Ding1 
measured an axial temperature profi le in the column 
centre by thermocouples located at seven axial positions 
of 30, 188, 379, 579, 764, 964 and 1062 [mm] from the 
inlet. The second kit of fi ve thermocouples was located 
in two axial positions of 579 and 764 [mm] from the inlet 
and was used to measure radial temperature profi les. 

The ANSYS 12.121 was used to the heat transfer 
simulations in the packed bed column. The Gambit 
2.0 preprocessor was employed to generate the applied 
numerical grids: three hexahedral grids of different nu-
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 (19)
Eqs. (17) and (18) contain adjustable constants: C1ε = 

1.4, C2ε = 1.92, Cμ = 0.09, σk = 1.0, σe = 1.3 and Prt = 
0.85. The boundary fl ow at the packed bed column wall 
was described by the standard logarithmic wall functions. 
The numerical solution of these equation sets allow to 
predict both the local velocities and temperatures. 

All the boundary conditions for heat transfer were 
defi ned in the ANSYS code. The gas temperature at 
the inlet was assumed 293 [K]. The temperature of the 
column wall was set to 373 K and this was called the 
heating wall. The gas properties based on the ANSYS 
database and are presented in Table 4. 
Table 4. The gas properties at the temperature 293 K

Table 5. Characteristic of simulated sphere packing

Physical properties of the column were assessed with 
the use of an ANSYS database: steel density, st = 8030 
[kgm-3]; steel heat capacity, cpst = 502.48 [Jkg-1K-1] and 
steel heat conductivity coeffi cient, kst = 16.27 [Wm-1K-1]. 
The boric-silica particles of diameter 5 [mm] stated the 
real column packing of the bed1. Characteristic of simu-
lated sphere packing is presented in Table 5.

Density, heat capacity and heat conductivity coeffi cient 
for particles were taken from22, while the remaining 
parameters: bed permeability, , and inertial resistance 
factor, C2, were assessed with the use of equation (15) 
and (16), respectively. While the mean void fraction, εb, 
can be calculated from equation Jeshar’s1 (Eq. (20)):

 (20)
Validation of CFD results against experimental data is 

an essential part of research and will be established on 
pressure drop. The pressure loss during fl ow through the 
packed bed is given by the sum of two terms: a viscous 
energy loss, proportional to the fl uid velocity and an 
inertial loss term, proportional to the velocity squared. 
Ergun23 defi ned empirical parameters occurred by these 
terms as following:

 (21)
While packed beds are composed particles that vary 

much in shape from sphere, the corrections to the Ergun 
equation should be applied. Macdonald et al.24 have 
proposed the use of modifi ed coeffi cients of 180 and 

1.80 as more acceptable for particles of arbitrary shape 
instead of two constants 150 and 1.75 in equations (21). 
Ergun equation (21) applies to both the laminar and the 
turbulent fl ow regimes. For the laminar fl ow the inertial 
loss term (the second  term on the right-hand side of 
equation (21)) may be omitted and the pressure drop 
formulation simplifi es itself. 

The heat transfer rate, , averaged over the whole 
heating surface was obtained as a result of the heat 
transfer simulations. Then the averaged heat transfer 
coeffi cient, q, was calculated from equation (22), where   
is the averaged temperature drop between the gas and 
the heating wall calculated from equation (23):

 (22)

 (23)
The predicted values of the averaged heat transfer coef-

fi cient, q, from equation (22) were used for comparison 
with the literature experimental data7,9,10. 

The segregated solver was used for the numerical 
simulations. The fl ow was regarded as isothermal and 
constant air physical properties were input. Constant 
values of density, viscosity, specifi c heat and thermal 
conductivity were adopted, respectively. A velocity inlet 
at the fl ow inlet of the column was used. The fl ow exit 
boundary was defi ned as an atmospheric pressure outlet. 
At the central part of every grid created a volumetric 
zone of numerical cells was allotted for the porous me-
dium conditions to be imposed. For the porous medium 
fl uid zone superfi cial velocity formulation was chosen to 
be solved and additional quantities were declared void 
fraction and packed bed permeability for each of the 
space coordinates. Simulations were carried out in the 
steady state. In the laminar fl ow regime, the fi rst step 
was to determine the fl ow fi eld and then the energy 
equation was solved. In the turbulent fl ow regime, the 
initial computations for the pseudo-laminar fl ow with 
the turbulence model turned off were carried out. Then, 
the turbulence model and the near-wall region model 
were used to simulating of the turbulent velocity fi eld. 
Finally, the energy equation was solved. The iterations 
were carried out as long as the standardized sum of 
residuals fell below at least 1.10-5 and the residual plot 
showed a plateau for at least 100 last iterations. 

RESULTS AND DISCUSSION

The pressure drop through the packed bed for seven 
Reynolds numbers of 8, 187, 291, 328, 378, 494 and 556 
was obtained. The comparison was made between experi-
mental results1, Ergun23 correlation (21) and CFD. Re-
sults which are shown in Figure 1 present good qualitative 
agreements between CFD and experimental results1, the 
relative error was 12.3%. While the agreement between 
CFD and Ergun model (21) was better and the average 
error was 1.2%. Wen and Ding1 results have varied from 
both the CFD results and Ergun model values. The 
main cause of the discrepancy implies non-uniform gas 
density and viscosity distributions in comparison to the 
assumed constants values. Another possible reason of 
the discrepancy is that the void fraction is based on the 
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constant mean value calculated from the equation (20), 
which is untrue as shown in Mueller25. The density of 
the numerical mesh has no signifi cant infl uence on the 
CFD results. The pressure drop values obtained from 
the CFD modelling using meshes 31k, 70k and 126k 
were close to each other. 

Figure 1. Pressure drop [Pa] variations with velocity

Figure 2. Temperature distributions [K] obtained for 0.579 [m] 
from the inlet to the packed bed column at Re = 328 
for three mesh sizes 

Figure 3. Contour of temperature values [K] in the cross-
section of the packed bed column: a) laminar fl ow, 
Re = 8, b) turbulent fl ow, Re = 556

The analysis of temperature profi les in the column did 
not reveal the relevant infl uence of the mesh size on the 
gas stream temperature values as shown in Figure 2. 
A comparison between the steady-state temperature 
distributions in the packed bed column at Reynolds 
number, Re = 328 at h = 0.579 [m] indicated that the 
temperature profi les are nearly identical for chosen 
mesh sizes.

In Figure 3 the contours of temperature magnitude 
inside the packed bed column at laminar and turbulent 
regimes (Re = 8 and 556, respectively) show the column 
parts of steady gas stream temperature. It shows that 
the gas temperature inside the column at a specifi c 
position is constant and equal to the wall temperature. 
The gas stream temperature in the packed bed column 
establishes sooner for lower gas velocity. This trend is 
also well predicted by the CFD simulations as shown in 
Figure 4. The gas stream temperature at laminar fl ow 
condition at h = 5 [cm] is only slightly non-uniform, 

while at h = 10 [cm] from the inlet to the packed bed 
column geometry is constant and equal to 373 [K]. A 
comparison between Figure 4a and 4b indicates that 
the non-uniformity of the temperature distribution at 
the same column heights, h = 5 and 10 [cm], is clearly 
visible at turbulent regime, where Re = 556. There is a 
signifi cant temperature drop at the middle of the column 
(293 [K]) and the gas stream temperature increases 
towards the column wall with a steeper increase near 
the wall to 373 [K]. 

The large discrepancy of the heat rate of air fl ux in 
the packed bed column was noticed between laminar 
and turbulent regimes (Figure 3). This is mainly due to 
various values of the residence time of the fl owing gas 
inside the bed. The mean residence time of air fl ux at 
laminar fl ow was 24,44 [s] (Re = 8), while at turbulent 
fl ow 0,34 [s] (Re = 556). This means that gas fl ows through 
the packed bed column 72 times longer at laminar fl ow, 
hence the profi les of temperature at h = 5 and 10 [cm] 
from the inlet to the packed bed column were uniform 
(Figure 4a) as opposed to non-uniform temperature 
distribution at turbulent fl ow (Figure 4b).

A number of numerous studies of the heat transfer 
at the packed bed column determined the temperature 
distributions only at the outlet of the bed20,26,27. However, 
details temperature profi les in the interior of packed 
beds are insuffi ciently identifi ed. Figure 5 shows the 
gas stream temperature distributions along a column 
axis at different Reynolds number values. The overall 
axial pattern shows a typical temperature profi le for fl ow 
through the packed bed column. The axial gas stream 
temperature at the inlet was equaled to 293 [K] and 
increases as the axial distance to the column wall grows. 
In all the cases considered at the axial position H lower 
than 0.2 [m], the temperature increases slowly, then 
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Figure 4. Profi les of temperature at h = 5 and 10 [cm] from the inlet to the packed bed column: a) laminar fl ow, Re = 8, 
b) turbulent fl ow, Re = 556

rapidly increases and fi nally again slowly increases again 
at H greater than 0.6 [m]. The temperature approaches 
a steady-state faster for lower Reynolds number. This 
trend can be noticed both for the experimental data1 and 
CFD results. The rate of temperature increase drops at 
the inlet (at the axial position H below 0.2 [m]) due to 
the contact resistance at the wall and the non-uniform 
velocity distribution of the fl owing gas inside the bed. 
The maximum superfi cial gas velocity is at the axis of 
the bed and drops as the distance to the column wall 
decreases. The non-uniform velocity distribution implies 
the non-uniform heat transfer. The heat transfer is a 
function of the axial position and depends on the heat-
ing length. Dixon and van Dongeren20 suggest that the 
effective thermal conductivities and the wall heat transfer 
coeffi cient decrease with increasing heating length and 
approach constant values at 400 [mm] after which the 
fl ow is fully developed.  Dixon and van Dongeren20 found 
that the length-dependence effect could be eliminated 
by using the non-heating calming zone to obtain an ar-
tifi cially fully developed fl ow. Differences between the 
temperature profi les obtained from the CFD modelling 
and experimental measurements1 are narrow.  Simulated 
results show the best agreement with the experimental 
data1 at the inlet to the packed bed column and with 
increasing the column height the temperature differences 
increase. Simulated results show reasonably good qualita-
tive as well as quantitative agreement with experimental 
data at Re = 291, 328 and 556 (see Figure 5, where 
relative errors were 1.6 and 1.9 [%], respectively). The 
worst agreement was obtained at the Reynolds number, 
Re = 187 (3.6 [%]), while at Re = 494 relative error 
was equaled to 2.3 [%]. At Re = 291, 328 and 556 the 
CFD curves of the axial temperature profi le for different 
mesh sizes overlapped. 

Figure 6 shows the predicted from 2DADPF model 
and CFD simulations axial temperature distributions at 
the column centre for Re = 328 and 378 together with 
measurements1. The predicted from 2DADPF model 
at Re = 328 axial temperature distribution agrees very 
well with the CFD results. While the CFD prediction 
at Re = 378 agrees reasonably well with measurements1 
with slight overprediction in the lower part of the column 
and underprediction in the upper part of the column. 

Figure 7 shows a comparison of the predicted 2DADPF 

and CFD models radial temperature distributions with 
the measurements1 at two axial positions of h = 0.594 
and 0.764 [m] for Re = 328 and 378. 

The CFD results at chosen axial positions (h = 0.579 
and 0.764 [m]) agree well with the 2DADPF predic-
tions for Re = 328 with only slight overprediction in the 
close distance to the wall column. While the agreement 
between the CFD results with the measurements1 for 
Re = 378  was rather poor. The discrepancies between 
the predictions and measurements described above 
may be due to the 2DADPF and CFD models assume 
a uniform porosity distribution in packed bed column 
and the fi rst model neglects the radial fl ow distribu-
tions. Experimental observations28 strongly indicate that 
the large voidage at the wall region exerts a signifi cant 
effect on the fl ow, hence the heat transfer behaviour. 
The CFD radial temperature distributions at h = 0.579 
[m] refl ected that tendency, where in Figure 7a large 
temperature drop occur at the wall region.

In the next step of analysis, the predicted CFD values 
of the averaged heat transfer coeffi cient were compared 
with the experimental values calculated from correla-
tions published in the literature7,9,10. In the case of heat 
transfer to gas in the packed bed column at Re = 8, the 
difference between the predicted and calculated (Eq. (6)) 
values of the averaged heat transfer coeffi cient, q, was 
equal to 26.2 [%] for the 126k grid cells. The predicted 
values of q were higher than the experimental values 
obtained from equations (4) and (7) by about 65 [%] 
and 43 [%], respectively. These results were obtained 
assuming constant fl uid properties in the numerical 
simulations. The discrepancies between the CFD and 
experimental values of the averaged heat transfer coef-
fi cient can be lower when the properties will be assumed 
temperature dependent.  

The relative differences between the CFD values and 
those calculated from Eqs. (4), (6) and (7) of the aver-
aged heat transfer coeffi cient, q, in the turbulent fl ow 
regime are presented in Table 6. 

The discrepancy was signifi cantly lower when the tur-
bulent fl ow regime was considered. The biggest discrep-
ancies between the predicted and experimental values 
of q were obtained for  calculated from equation (6) 
proposed by Li and Finlayson9. The best agreement of 
q was obtained between the predicted and calculated 
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Figure 5. Comparison between predicted axial temperature distributions using the CFD results with measurements1 at Re = 187; 
291; 328; 494 and 556

values from equation (7) proposed by Demirel et al.10. 
The predicted values of heat transfer coeffi cient were 
close to the experimental ones. The effect of the grid 
density on the value of q was not signifi cant for the 
packed bed column. 

CONCLUSIONS 

Results of the standard Navier-Stokes and the Reynolds 
averaged Navier-Stokes approaches of the gas fl ow with 

the heat transfer through the packed bed column have 
been presented in the laminar and turbulent fl ow regimes, 
respectively. The pressure drop has been compared 
with the values calculated from Erqun equation (21), 
the relative error was in approximation of 1.2 [%]. The 
temperature profi les in the laminar fl ow regime were 
uniform, while the increase in the Reynolds number to 
the turbulent fl ow regime carried out to non-uniform 
temperature profi les in range 293–373 [K] at the column 
height 10 [cm]. A direct qualitative and quantitative 
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Table 6. Relative differences between predicted (mesh 126k) and experimental values7,9,10 of the heat transfer coeffi cient, q

Figure 6. Comparison of CFD predicted axial temperature 
distributions with measurement data1 and calculated 
values from 2DADPF model at Re = 328 and 378

Figure 7. Comparison of CFD result at h = 0.579 (a) and 
0.764 [m] (b) with measurement data1 and calculated 
2DADPF model for Re = 328 and 378

comparisons between the axial temperature profi les of 
Wen and Ding experiments1 and CFD simulations have 
shown that the CFD results agreed reasonably well with 
the experimental values1. The agreement between the 
CFD radial temperature distributions with the prediction 
2DADPF model and experiments1 was worsen probably 
due to assumption of uniform gas density and viscosity 
distributions, but mostly due to length-dependent be-
haviour of the heat transfer parameters. The predicted 
values of the averaged heat transfer coeffi cient, q, were 
close to the experimental in the turbulent fl ow regimes. 
In the laminar fl ow regime the differences between 
the CFD and calculated from equations (4), (6) or (7) 
values of q were bigger than in the turbulent fl ow re-
gime. The smallest discrepancy between the modelling 
and Li & Finlayson9 of the heat transfer coeffi cient of 
26.2 [%] was obtained in the laminar fl ow regime. In 
the turbulent fl ow regime the best agreement of the 
averaged heat transfer coeffi cient between the CFD 
value and calculated from equation (4) was obtained 
(2.9 [%]) for Re = 378. However, for the whole range 
of the Reynolds numbers in the turbulent fl ow regime 
the mean values of the heat transfer coeffi cient agreed 
well with the values from equation (7). It can be con-
cluded that better agreement between the numerical 
and experimental results can be obtained if the density, 
viscosity, specifi c heat and conductivity parameters will 
be described by the models of incompressible ideal gas, 
power law and kinetic theory, respectively as well as 
if the non-heating calming regime at the inlet to the 
packed bed column will be enough long to obtain fully 
developed fl ow. Therefore, the presented numerical 
approaches can be used as methods of pre-evaluation 
of the performance of temperature profi les inside the 
porous media. 

NOMENCLATURE

cp  heat capacity [Jkg-1K-1]
CF  gas phase specifi c heat [Jkg-1K-1]
C2  inertial resistance factor [m-1]
C1,C2,C model constants [-]
dz  particle diameter [m]

, Fi external body forces component [N]
G  mass fl ow rate [kgm-2s-1]

  gravitational body force [ms-2]
h  axial direction [m]
H  column height [m]
hw  apparent wall heat transfer coeffi cient 
  [Wm-2K-1]
i  j-th spatial direction [-]

  unit tensor
k  turbulent kinetic energy [m2s-2]
ker  effective radial thermal conductivity  
  [Wm-1K-1]
keax effective axial thermal conductivity  
  [Wm-1K-1]

a)

b)
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L  length of fi xed bed [m]
p  static pressure [Nm-2]
Prt  turbulent Prandtl number [-]
r  radial coordinate [m]
R  tube radius [m]
Re Reynolds number [-]

  heat transfer rate [Wm-2]
T  temperature [K]
Tw  wall temperature [K]
T0  inlet temperature [K]
Toutlet outlet temperature [K]
u  velocity [ms-1]
wp  apparent velocity calculated on empty 
  column [ms-1]
x, y, z spatial coordinates [m]

Greek symbols
  packed bed permeability [m2]
q  averaged heat transfer coeffi cient  
  [Wm-2K-1]
  relative error [%]
  dissipation rate of kinetic turbulence 
  energy [m2s-3]
b  void fraction [m3

voidsm-3
packedbed]

  porosity of the media [m3
fl uidm-3

total]
  laminar thermal conductivity [Wm-1K-1]
t  turbulent thermal conductivity [Wm-1K-1]
  viscosity [Pas]
t  turbulent eddy viscosity [Pas]
  fl uid density [kgm-3]
k,  equivalent parameters for Prandtl number 
  for k and  [-]
P pressure loss [Nm-2]
T  averaged temperature drop [K]
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