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Introduction 

The quantitative determination of radionuclides by 
gamma spectrometry requires the knowledge of the 
FEPE (full energy peak effi ciency, from now in the 
text just the effi ciency). The effi ciency depends on 
the energy, composition, and geometry of sample and 
detector; their relative position; and the presence 
of materials between sample and detector (sample 
container, detector window, dead layer, etc.) [1, 2]. 
Even though, in most cases, many of these variables 
are fi xed, in practice, it is usual that some of the 
variables may have a certain degree of variability. It is 
important to identify at each particular situation the 
set of variables on which the effi ciency is depending 
and to determine the explicit dependence on these 
variables, in order to determine the radionuclide 
activities with the required degree of precision at 
the specifi c situation. This precision is in general 
relatively high when radionuclide activities obtained 
from gamma spectrometry measurements are used 
to study environmental processes. 

In our case, marine sediments are being measured 
in order to determine the sedimentation, sediment 
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transport, and other environmental and geological 
processes. The number of samples measured in this 
study is high (namely, hundreds of samples), as they 
are sediment core sections resulting from many cores 
being studied (around 25 cores). Sediment samples 
are measured in cylindrical geometry containers with 
a constant diameter. However, as it will be described 
later in detail the studied sediment samples have 
different masses, so they have different heights. 
Moreover, samples do not have same compaction, 
showing a signifi cant variation of densities. Height 
and density are variables that have a very important 
effect in the effi ciency, and therefore, both variables 
must be taken into account (besides the energy) in 
our evaluation of the effi ciency. It is very important 
to indicate that, as it will be shown in the present 
work, the studied sediment samples do not show 
signifi cant differences in composition. This fact will 
allow to calculate and correct the effect produced 
by the different sample attenuation in terms of the 
density of the sediment. Otherwise, the effect of 
composition variability should also be considered 
in the calibration. 

It is necessary then to determine  as a function 
of all its variables: the gamma energy E, the sample 
height H, and its density . The dependence on 
the energy (E) must be known in order to obtain 
the activity of radionuclides from its emissions in the 
whole energetic interval of interest, in our case E = 
120–2000 keV. The dependence on the sample height 
(H) must be determined, as the maximum available 
quantity of sediment sample has been used in this 
work to obtain the maximum possible detection of 
radiation, leading this to a variable sample height, 
within the interval H = 1–5 cm. Finally, samples do 
not have the same compaction degree, being their 
density within the interval  = 0.8–1.7 g/cm3, so 
the attenuation of the radiation is not expected to 
be the same for all the samples. This attenuation in-
side  the samples, usually known as self-attenuation, 
must be studied in order to obtain the dependence on 
the density (). Therefore, the effi ciency calibration 
in our case consists of the determination of the three 
variable function (E,H,). 

The methodology applied to determine such 
effi ciency calibration is presented in this work, 
describing in detail the different steps used and the 
obtained results. First of all, the effi ciency P(E,H) 
for a sediment P with fi xed density will be experi-
mentally determined, as a function of the energy E 
and sample height H. From this initial calibration, 
and using the self-attenuation correction depend-
ing on the density of the sediment , the effi ciency 
for the whole set of sediment samples (E,H,) will 
be obtained. Finally, the effi ciency is validated by 
measuring several standard samples containing 
well-known activities of gamma radionuclides. The 
results are compared with the ones obtained by the 
direct calculation of the effi ciency (using LabSOCS 
software). The proposed methodology, based on an 
empirical basis, provides a lower uncertainty than 
the calculation methodology, being, therefore, a 
suitable methodology when the highest precision is 
required, as it is the case in environmental studies. 

Experimental 

Sample collection and preparation 

Even though the aim of this work is not the descrip-
tion of environmental dispersion of radionuclides in 
the studied sediments, it is important to explain the 
methodology used to collect and prepare the samples, 
in order to count on this information to adequately 
understand the intention and methodology used to 
perform the effi ciency calibration of the system. 

The sediment samples have been extracted from 
the seabed in different sampling campaigns [3–6] 
conducted in the area of study, the Bay of Cadiz, lo-
cated at the Southwestern part of Spain. A relatively 
high number of stations were studied (25 stations) 
in order to obtain a precise image of sedimentary 
process taking place in the area. Cylindrical 1-m 
long tubes containing the sediment were extracted 
from the sea bottom by means of a vibrocore system. 
This allows obtaining the complete column without 
altering the structure of the sediment. Cores were 
initially kept at –5°C in laboratory in order to keep 
undisturbed the interstitial water and the whole 
structure of the sediment column until the analysis 
of samples. Later, the sediment columns were sec-
tioned in 2-cm thick slices. Each sample was dried 
at 70°C during 48 h and then milled and sieved to a 
grain size fi ner than 0.5 mm to ensure its homogene-
ity for the spectrometry measurements. 

Sample geometry and density 

The measurement of sediment samples has been 
performed using cylindrical polypropylene contain-
ers with inner diameter of 46 mm and thickness of 
the wall was 0.8 mm. The contained sample height 
is variable, in the range 10–50 mm, because the sedi-
ment quantity contained in the initial core slices is 
different, depending on the location of the station 
and the depth of the sedimentary slice, and because 
most available quantity of sediment has been used 
for gamma spectrometry measurements, in order to 
get the maximum possible detection of radiation. 

It is very important to control and measure the 
geometric shape of samples, as the effi ciency will 
strongly depend on such geometry. As the effi ciency 
will be valid for cylindrical geometry, it is necessary, 
after the sediments are put into the containers, to 
obtain a top surface of such samples as horizontal as 
possible. This has been achieved by soft manual rota-
tion of the samples and later by sweeping the sample 
top face with a straight rule. Once this is done for 
all the samples, the height H of every sample is mea-
sured using a rule graduated in millimetre (±1 mm). 

The parameter H will be used directly as a variable 
in the calculation of the effi ciency. Moreover, H is 
also used to determine the sample density , which 
is another variable necessary to determine the effi -
ciency. The sample density has been calculated from 
its mass m and volume V = SH (S being the sample 
area), and using = m/V. Despite the apparent sim-
plicity of this determination, this method provides 
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the best possible result in our case, because the 
density of the sample contained in the fi nal container 
used to perform the measurement must be known, 
in order to calculate the self-attenuation corrections 
because of the compaction degree of samples during 
the measurement. The obtained density of sediment 
samples is within the interval 0.8–1.7 g/cm3. 

After the sediments are packed, samples are 
sealed with paraffin plastic film (Parafilm) and 
stored for a time period longer than a month, in 
order to avoid radon 222Rn emanation and to get the 
equilibrium of the radon (222Rn, T1/2 = 3.8 days) with 
its daughters. The activity of the parent radionuclide 
226Ra will be determined by the measurement of the 
daughters 214Pb and 214Bi, considering the mentioned 
equilibrium is reached. The measurement of samples 
has been performed in coaxial position and using 
the minimum possible distance in relation to the 
top face of the detector (5 mm), in order to get the 
maximum possible counting effi ciency of the system. 

HPGe detector used 

Gamma spectrometry measurements have been per-
formed using a coaxial HPGe detector with active 
volume of 90 cm3 (50.5 mm in diameter × 46.6 mm 
in height), relative effi ciency of 20%, and resolution 
of 2 keV at 1332 keV (model: GC2020 CANBERRA). 
The detector is placed in a cryostat system in order 
to be cooled at 77 K using liquid nitrogen and is 
shielded with a 10-cm-thick lead shielding, with 
internal sheets of Cu and Cd of 1 mm in thickness, 
to reduce the infl uence of external background ra-
diation. The detector is sensitive in the 60 keV to 
10 MeV energy range. Radionuclides of interest in the 
posterior measurement of sediment samples (Cs-137, 
K-40 and U-238, Th-232 series gamma emitters) have 
emissions in the 120–2000 keV interval, so this will be 
the energy range of interest to be studied in this work. 

Background measurements were performed by 
measuring an empty container and were carried 
out periodically (at least once a month) in order to 
verify the stability of background counting rates. 
These rates are later subtracted from measurements 
rates to obtain nuclide activities, being, therefore, 
very important to check their values keep basically 
constant inside statistical uncertainties. 

The software used to analyse gamma spectra 
has been varied, depending on the purpose of the 
measurement. For the measurements of standards 
that are used to obtain the effi ciency calibration, a 
simple software (Accuspec software) has been used, 
because we only need to extract the peak areas from 
these measurements. Later, the analysis of environ-
mental samples spectra is performed using conven-
tional Genie 2000 package software from Canberra. 

Experimental determination of the effi ciency 
– previous considerations 

The experimental determination of the effi ciency is 
usually performed by the measurement of a stan-

dard sample containing different radionuclides with 
known activities and gamma emissions covering the 
energy range of interest. Considering the defi nition 
of the effi ciency  as the quotient between counted 
D and emitted N photons 

(1)

and because the number of photons N emitted dur-
ing a time t by a radionuclide with activity A for the 
specifi c emission with intensity Y is N = A·Y·t, 
the effi ciency can be obtained as 

(2)

where the counts D are extracted from the measure-
ment of the standard as the area of the corresponding 
peak in the spectrum. The effi ciency determined 
by Eq. (2) can only be used for the specifi c de-
tector used and is only valid for samples with the 
same geometry, composition, and density than the 
measured standard, in the energy range considered. 
The uncertainty associated to the effi ciency deter-
mined using Eq. (2) comes basically from the count-
ing statistics on D and from the original uncertainty 
on the activity A. In the case these two sources are 
small enough then the uncertainty of the intensity 
Y could also be considered. It is important to reduce 
the uncertainty of the effi ciency determination as 
much as possible, because this uncertainty is later 
propagated into the uncertainty of the activity cal-
culated using such effi ciency. Uncertainties in this 
work will be evaluated and expressed at the k = 1 
(=1) level according to the “Guide to the expres-
sion of uncertainty in measurement” – GUM ISO 
guide [7]. 

In the specifi c case of measuring variable size 
samples by gamma spectrometry, it is necessary to 
obtain the effi ciency of the system as a function of 
the geometric parameters that defi ne the shape of 
the sample. In our case, samples have variable height 
H, so the dependence (H) must be obtained. In 
order to do so, an experimental method described 
in detail in next paragraph will be used. The idea 
used is simple. A standard material will be pre-
pared by spiking a sediment sample with a solution 
containing a mixture of gamma radionuclides with 
known activities, emitting a set of gamma energies 
Ei. Using this material, cylindrical samples of dif-
ferent height Hj will be prepared and measured, in 
order to obtain the effi ciency values (Ei,Hj), at the 
specifi c energies Ei and heights Hj. The fi t of these 
values to an adequate function will allow to obtain 
the effi ciency (E,H) valid for the studied range of 
energy and height. 

This method has been used with success by dif-
ferent authors [8, 9]. Bolívar [8] uses it to study 
soil samples in cylindrical geometry with constant 
diameter (6.5 cm) and variable height (0–5 cm), in 
the energy interval of 300–1500 keV, showing that 
it is possible to express the effi ciency as 

(3) 

D
N

 

D
A Y t

 
 

( , ) b cHE H a E e    
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being a, b, and c are constant parameters obtained 
from the fi tting process and providing the expres-
sion a relative uncertainty below 10%. As it will be 
shown, in our case, the obtained function could 
be considered an extension of Eq. (3), where b and c 
are not constant parameters, but functions depending 
on H, giving our effi ciency a relative uncertainty be-
low 5% and being valid in the 100–2000 keV interval. 

Effi ciency calibration as a function of the energy 
and sample height P(E,H) 

The effi ciency for a specifi c sediment P with density 
P = 1.64 g/cm3 has been experimentally determined, 
as a function of the gamma energy E and the height 
H of the sample. The sediment was collected during 
a campaign specifi cally conducted to obtain superfi -
cial (water-sediment interface) sediments, allowing 
the collection methodology to extract an adequate 
quantity to be used to general calibration purposes. 
A standard solution containing a mixture of radionu-
clides with no coincidence summing effects has been 
used in order to spike the sediment P. A certain mass 
of sediment MP has been spiked with a volume VS of 
solution (MP = 290.17 ± 0.01 g, VS = 10 ± 0.1 ml) 
containing the gamma radionuclides. Table 1 shows 
the radionuclides present in the standard solution, 
their gamma emissions Ei (1  i  6) and intensities 
Yi, and the activities aD,i and aP,i, in the solution 
[Bq/ml] and spiked sediment [Bq/kg], respectively, 
for the reference date 1 March 2015. The relative 
uncertainty of the activities in the solution is 3% ac-
cording to the calibration certifi cate of the standard. 

The homogenization of the solution in the sedi-
ment sample P has been achieved by a consecutive 
application of steps. First, the solution has been 
mixed in the sample by inserting different layers 
of sediment and uniformly distributed drops of 
solution successively, until complete MP and VS. 
Then, the sediment is dried (at 70°C for 48 h). Af-
ter that, the sediment is transferred to a different 
container by means of a spoon. During this process, 
the lumps encountered in the sediment, produced 
after the drying of the solution, are manually disag-
gregated with a small rod. Finally, the container is 
sealed and mechanically agitated. 

The correct effi ciency calibration requires the 
correct homogenization of the tracer in the sedi-
ment, because a heterogeneous distribution would 
produce an imprecise effi ciency determination, that, 
therefore, would affect negatively the activity values 
obtained for all the measured samples using such 

effi ciency. Considering the crucial importance of 
this issue, the homogenization has been verifi ed by 
measuring the prepared standard for several times 
and shaking the standard in a strongly way during 
10 min before performing each measurement. The 
standard was measured a total of 13 times, being 2 h 
the acquisition time, in order to reduce the counting 
statistical uncertainty below 1% for all the gamma 
emissions. Figure 1 represents the counts D of the 
minimum and maximum gamma emissions energies 
of the standard, 88 and 1332 keV, respectively, for all 
the measurements, showing the constancy of counts 
D for both emissions. 

If the homogenization is actually reached, it is 
expected that the only source of fl uctuations of D 
displayed in Fig. 1 is the counting statistics. It has 
been determined the statistical standard deviation 
s of counts D for each energy, being s(88 keV) = 
60 ± 12 and s(1332 keV) = 78 ± 16, and also 
the statistical counting uncertainty of single mea-
surements (represented by the error bars), being 
(88 keV) = 71.4 ± 0.5 and (1332 keV) = 77.8 ± 
0.5. The total agreement of the standard deviation 
and the counting uncertainty (for every emissions, 
not only for these two) show clearly that it has been 
achieved the homogenization of the spiked radionu-
clides in the sediment. A heterogeneous distribution 
would produce a deviation s > , especially for the 
88-keV emission, because as the sample attenuation 
is higher at low energy, the counting D is, therefore, 
expected to be much more sensitive to any possible 
heterogeneity for this lower energy. 

Once homogenization has been achieved, fi ve 
samples Pj, 1  j  5, with heights Hj, where j = 1, 
2, 3, 4, 5 cm, have been prepared using the same 
standard plastic container (diameter 4.60 ± 0.01 cm) 
used for the measurement of the generic sediment 
samples. The measurement of standards Pj has been 

Table 1. Gamma energy, intensity, half-life, and activities (in original solution and spiked sediment P at the reference 
date 1 March 2015) of radionuclides used to determine the effi ciency for sample P. Relative uncertainty of activity is 3% 

Radionuclide T1/2 [days] E [keV] Y [%] aD [Bq/ml] aP [Bq/kg]
109Cd   462.3     88   3.6 100.9 3480
57Co   271.8   122 85.5     4.8      164.8
57Co   271.8   136 10.7     4.8      164.8
137Cs 1095.0   662 85.2   15.0      517.8
60Co 1923.9 1173 99.9   22.9      789.4
60Co 1923.9 1332 99.9   22.9      789.4

Fig. 1. Counts D for each measurement (for 88 and 
1332 keV emissions). The constancy of D shows that the 
homogenization of the radionuclide solution in the sedi-
ment is achieved. The fl uctuations of D are only due to 
the statistical counting. 
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performed using different counting times tj, being 
longer for smaller samples (48 h for P5, 7 days for 
P1) in order to reduce statistical uncertainty of ev-
ery peak area below 1% (except for the energy E3 = 
136 keV, being 5% the uncertainty for this area, be-
cause of the low available activity of radionuclide 57Co 
and also to the low intensity of this gamma emission). 

The counts Dij for the emission Ei of the measured 
standard Pj (having height Hj and mass mj) are 

(4) 

where ij is the effi ciency for the energy Ei and sample 
height Hj. Therefore, 

(5) 

This expression allows determining the effi ciency 
values ij, using the measured peak areas Dij (energy 
Ei of sample measurement with height Hj) and the 
rest of known parameters. Even though it is possible 
to perform these calculations in a more automated 
way using specifi c software packages (e.g., Genie 
2000), the manual determination presented has 
been used, extracting individual peak areas from 
each spectrum and applying the previous expression. 
This methodology allows a much more direct control 
of different variables that are used to calculate the 
effi ciency, which is not generally possible when such 
specifi c programs are used. 

Table 2 shows the obtained values ij  [%] = 
100ij   , where exp denotes that they have been ex-
perimentally determined. The relative uncertainty of 
the effi ciency comes basically from the original un-
certainty of the activity nuclides (3%) and also from 
the spiking (1%) and counting statistics (<1%), 
being this uncertainty of the effi ciency 3.5%, except 
for the energy E3 = 136 keV, being in this case 6%, 
because of the previously mentioned reasons for this 
particular emission. 

The values shown in Table 2 can be used directly 
as the effi ciency values for a P type sediment (P = 
1.64 g/cm3), for every one of the particular energies 
and heights specifi ed by rows and columns. How-
ever, the gamma energies that will be measured later 
in sediment samples do not coincide in general with 
the energy values Ei of the used standard and the 
height of these samples neither will have in general 
a value Hj = j cm. Therefore, it is necessary to de-
termine from these experimental values ij   a fi tting 
function P(E,H) that could be used in a whole range 
of energy E and height H. 

Figure 2 represents ln(exp) in function of ln(E), 
considering E in kiloelectronvolts. For every height, 

the characteristic linear relationship between ln() 
and ln(E) can be observed, existing a deviation from 
this linearity at the lower energy (E1 = 88.03 keV), 
as it is usual for germanium detectors. Therefore, 
a linear expression is proposed for every height Hj 

(6) 

valid for E  E2 = 122 keV. Coeffi cients a0j and a1j 
have been obtained from the least squares fi t and 
are shown in Table 3, together with the correlation 
and 2 values. 

Figure 3 represents the coeffi cients a0 and a1 
in a function of the height H, exhibiting an ap-
proximately linear dependence in both cases, with 
a small curvature for higher H. Therefore, a 2° order 
polynomial for each one of these coeffi cients has 
been proposed 

(7) 

Parameters mk and nk, 0  k  2, obtained from 
the least squares fi ts are shown in Table 4 (valid for 
H [cm]) together with the correlation coeffi cients. 
Obtained fi tting functions a0(H) and a1(H) are rep-
resented in Fig. 3. 

P

ij
ij

i j i j

D
a m Y t

 
  

Table 2. Experimental values of the effi ciency P [%] for each sample height and gamma energy 

E [keV] H1 = 1 cm H2 = 2 cm H3 = 3 cm H4 = 4 cm H5 = 5 cm

    88   9.40 7.09 5.39 4.35 3.51
  122 11.04 8.15 6.18 5.05 4.18
  136   9.01 6.86 4.80 4.38 3.92
  662   2.62 2.03 1.62 1.35 1.09
1173   1.41 1.13 0.92 0.78 0.65
1332   1.27 1.01 0.82 0.70 0.58

Fig. 2. Experimental values of ln() vs. ln(E), for each 
sample height H. The ln()–ln(E) relationship is linear for 
energies higher than E = 122 keV (ln(E) = 4.8).

Fig. 3. Parameters a0 and a1 vs. the height H. Continuous 
lines represents the fi tting functions. 
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Combining fi t expressions (6) and (7), we obtain 

(8) 

This function provides the effi ciency as a func-
tion of the gamma energy E and the height H of the 
samples, being valid in the range 122  E [keV], 
 1332, 1  H [cm],  5, and for P type sediments, 
that is, for samples with density of P = 1.64 g/cm3, 
or similar. Moreover, the strong linear relationship 
between ln( and ln(E), displayed in Fig. 2, will 
allow to use the expression at energies higher than 
1332 keV, as it will be shown later when the effi -
ciency is checked. 

In order to estimate the accuracy of expression 
(8), the deviation (*P)ij between experimental 
ij   and theoretical values provided by *P(E,H) has 
been determined, being (*P)ij defi ned as 

(9) 

Deviations (*P)ij are shown in Table 5, being the 
higher values for E3 = 136 keV (57Co) and for E4 = 
662 keV (137Cs). If this last emission is not consid-
ered for now, it can be concluded that (*P)ij  5%. 

As 137Cs is one of the radionuclides that will be 
later determined in sediments, it is interesting to 
perform a specifi c calibration for the energy E3 = 
662 keV that will obviously depend only on the 
sample height and that will be denoted by p

Cs(H). 
Figure 4 represents experimental efficiency for 
662 keV, as a function of the sample height H, being 
the relationship approximately linear, but having 
some degree of curvature. Therefore, it is proposed 
for p

Cs(H) a 2° order polynomial in H 

(10) 

Table 6 shows the coeffi cients ck, 0  k  2, de-
termined by the least squares fi t, together with the 
achieved correlation. Deviation between experimen-
tal and theoretical values provided by p

Cs(H), shown 
in Table 5, are signifi cantly smaller than the obtained 
using p(E,H), justifying, therefore, the specifi c cali-
bration performed for the energy 662 keV. 

Finally, the effi ciency calibration for a sediment 
sample P (P = 1.64 g/cm3) is the function P(E,H) 
defi ned as 

(11) 

being its relative uncertainty below 5%. 

Table 3. Values of fi t parameters a0 and a1, correlation coeffi cient r, and 2 for each sample of height Hj 

H1 = 1 cm H1 = 2 cm H1 = 3 cm H1 = 4 cm H1 = 5 cm

a0    2.07    1.59    1.08    0.91    0.81
a1  –0.89  –0.86  –0.81  –0.81  –0.83
r      0.999      0.999      0.998      0.999      0.999
2    0.74    0.60    1.17    0.41    0.58

Table 4. Values of fi t parameters mk and nk, 0  k  2, (H [cm]) and correlation coeffi cient 

a0 : m0 = 2.775 m1 = –0.7586 m2 = 0.07315 r(a0) = 0.995

a1 : n0 = –0.9603 n1 = 0.07488 n2 = –0.00959 r(a1) = 0.999

Table 5. Deviation  [%], between theoretical and experimental values of P [%]. Lower row shows the deviation for 
the specifi c calibration at 662 keV 

E [keV] H1 = 1 cm H2 = 2 cm H3 = 3 cm H4 = 4 cm H5 = 5 cm

  122 –0.78 –2.14 –0.81 –1.51   1.85
  136   4.51   4.13   4.82   3.51 –1.10
  662 –5.84 –6.60 –2.57 –6.17 –2.91
1173   2.24   3.31   3.72   0.60   1.32
1332   1.90   3.52   4.49   1.29   2.27
  662 –1.20   1.30   1.30 –2.30   0.80

Table 6. Fit parameters and correlation coeffi cient for the effi ciency function at the specifi c energy 662 keV 

c0 = 3.22 × 10–2 c1 = –6.83 × 10–3 c2 = 5.20 × 10–4 r = 0.999

Fig. 4. Effi ciency at the specifi c energy of 662 keV vs. the 
height H. Continuous line represents the fi tting function. 
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Mass attenuation coeffi cient of sediment samples 

In order to calculate the self-attenuation corrections 
of the previously determined effi ciency, required 
because of the different degree of compaction of 
samples in relation to the standard, it is necessary 
fi rst of all to determine the attenuation of the whole 
set of sediment samples. The study of the attenua-
tion of gamma radiation in materials is performed 
using the ‘linear attenuation coeffi cient’ , defi ned 
for homogeneous materials as the probability of 
interaction per unit of length. The intensity of a 
photon beam Io crossing a material with thickness 
x is reduced to the value I = Io–x, from where the 
quotient of intensities is derived, defi ned as the 
transmission T that represents the ratio of photons 
that do not interact in the material 

(12) 

The linear attenuation coeffi cient  depends on 
the composition of the material and on its density 
, besides the energy of the radiation. In order to 
remove the dependence on the density, the ‘mass 
attenuation coeffi cient’ defi ned as mas = / is 
introduced. It can be shown that mas actually de-
pends on the elemental composition of the material 
but not on its density. If the elemental composition 
of the material is known, it is possible to calculate 
mas by summing the contribution of every atomic 
species, and taking into account that the coeffi cient 
is tabulated for the different atomic species [10]. 

When the composition of a sample is unknown, 
it is possible to determine the attenuation experi-
mentally by measuring the transmission of photons 
T emitted from a point-like source and using ex-
pression (12). In order to do this, it is important 
to place the source at a distance away enough from 
the sample and detector, so that the hypothesis of 
normal incidence of radiation is fulfi lled, and there-
fore, the path x of photons across the sample can 
be considered as the sample height H. Moreover, 
moving away the source from the detector, coin-
cidence summing effects can be avoided in case a 
multienergetic gamma emitter is used as the source. 
The transmission method allows to determine (Ek) 
and mas (Ek) = (Ek)/, for every energy Ek emitted 
by the source so that, if it is necessary to know the 
attenuation for a complete energy interval, these 
values can be fi tted to an appropriate function (E) 
or mas(E), respectively. 

Using this methodology, the mass attenuation 
coeffi cient mas of the sediment samples has been 
determined. In order to do so, the transmission 
T of photons has been measured for a total of six 
sediment samples with densities within the interval 
0.8–1.7 g/cm3, that is, covering the density interval 
of the whole set of samples studied. Measurements 
were performed using a point-like source containing 
152Eu, placed at 25 cm from the detector, in order 
to avoid coincidence summing effects and also to 
produce the photon incidence on the sample and 
detector as normal as possible, as previously de-
scribed. In order to reduce statistical uncertainty for 

the measurement of photon intensities I, Io below 
1%, counting time has been set to 24 h. 

Figure 5 shows the mass attenuation coeffi cient 
mas as a function of the gamma energy E, obtained 
for the six measured samples. The uncertainty of mas 
has been determined using the standard propagation 
rules [7], considering the uncertainty of each vari-
able used to calculate the attenuation, that is, the 
counting statistics of I and Io, and the uncertainty 
in the determination of sample height H and density 
. The obtained relative uncertainty for mas is below 
5%. For each gamma energy, the small variations of 
mas for the set of different densities do not show any 
relationship with the density, being, moreover, these 
variations inside the uncertainty interval, showing 
then that the value of mas do not depend on the 
sample density, as it is in fact displayed by Fig. 5. 

Therefore, there is a common mass attenuation 
coeffi cient associated to the whole set of sediment 
samples studied, what is probably because of the fact 
that the samples belong to the same geographical 
area and, therefore, have very similar composition, 
with minor variations, producing then this homoge-
neity in composition the same attenuation. Table 7 
shows the average values of mas for each measured 
energy. There is a strong linear correlation (r = 
0.997) between mas and ln(E), so that the values 
can be fi tted through the expression 

(13) 

x

o

IT e
I

 

Fig. 5. Mass attenuation coeffi cient for sediment samples 
vs. energy. The represented size of the experimental point 
includes the values of the attenuation for the different 
measured samples, showing that a common mass attenu-
ation coeffi cient exists for the set of sediment samples.

mas 1 2( ) ln( )E q q E  

Table 7. Mass attenuation coeffi cient of sediment samples 
determined by the measurement of photon transmission 
using a point-like source of 152Eu 

E [keV] mas [cm2/g]

  122 0.145 ± 0.004
  245 0.111 ± 0.003
  344 0.096 ± 0.002
  444 0.089 ± 0.004
  779 0.069 ± 0.003
  867 0.065 ± 0.005
  964 0.061 ± 0.002
1112 0.059 ± 0.002
1408 0.050 ± 0.002
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where q1 = 3.24 × 10–1 and q2 = –3.81 × 10–2 (for E 
[keV] and mas [cm2/g]). The shape of the fi tting func-
tion is represented as the continuous line in Fig. 5. 

As the sediment samples studied have densities 
within the interval 0.8–1.7 g/cm3, the linear at-
tenuation  is, therefore, higher for the most dense 
samples. For every sample M having a density M, 
the linear attenuation is then 

(14) 

It must be indicated that the existence of a com-
mon value of mas for a set of samples extracted from 
a determined environment is not always fulfi lled. In 
particular, this common coeffi cient does not exist 
when samples show very different compositions 
or when there are high variations in the granulom-
etry among the samples [11]. 

Self-attenuation corrections 

Defi nition of the self-attenuation correction factor 

The study of the effi ciency dependence on its vari-
ables can be performed in a direct experimental 
way when the number of such variables is not high, 
as P(E,H) has been obtained. However, when the 
number of variables is high, in practice bigger than 2, 
it is very diffi cult to obtain the effi ciency in a strictly 
experimental way, because of the multiplicity of 
possibilities and the complexity related to reproduce 
such situations in a laboratory. 

In that case, the determination can be performed 
with an initial experimental stage, measuring stan-
dard samples, and the subsequent application of 
theoretical factors that correct for the variation of 
the effi ciency produced by the additional variables. 
This empirical-theoretical methodology allows 
extending the validity of the effi ciency toward a 
bigger applicability range, achieving, therefore, 
a compromise solution between the precision of the 
experimental determination and the scope reached 
by the theoretical methods. 

In particular, the use of the effi ciency for samples 
with different density or composition can be per-
formed by the determination of the self-attenuation 
correction factor, defi ned as follows. Let suppose 
two samples M and P having a different attenuation 
(because of different composition and/or density) 
but having the same geometry and being measured 
at the same relative position to the same detector. 
The effi ciencies M and P associated to M and P, 
respectively, are not equal in general, because of the 
different attenuation of radiation inside the samples. 
The objective of the self-attenuation correction is the 
determination of the unknown effi ciency M associ-
ated to the generic attenuation sample M, starting 
from the known effi ciency P. In order to do so, the 
self-attenuation correction factor of the sample M 
in relation to the sample P is introduced as 

(15) 

The determination of FMP is somehow equivalent 
to the determination of the effi ciency, being per-
formed in practice by proposing a simplifi ed model 
for the effi ciency. The precision of the factor is con-
ditioned to the ability of the model to reproduce the 
variability of the effi ciency, more than to the preci-
sion in the estimation of the effi ciency itself, as the 
deviation between the real and theoretical values 
will tend to cancel in the quotient (15). Taking into 
account the defi nition of effi ciency D/N, expres-
sion (15) is equivalent to 

(16) 

That is, the self-attenuation correction can be 
understood as the fraction of photons detected for 
sample M with respect to P, supposing the activity of 
both samples is the same and, therefore, are emitting 
the same number of photons N. 

Moreover, the self-attenuation correction of 
samples M and P with respect to a hypothetical non-
attenuating sample O can be defi ned as FMO = M/O, 
FPO = P/O. This allows writing FMP as a quotient of 
these self-attenuation factors with respect to a nonat-
tenuating sample 

(17) 

Expressions (15)–(17) are equivalent and useful 
when the calculation of self-attenuation correction 
must be performed. Once FMP has been calculated 
and the standard P effi ciency P has been measured, 
the effi ciency M can be determined as 

(18) 

If corrections are not applied, the direct use of 
the effi ciency P introduces a systematic error in the 
effi ciency, being, therefore, in such case this error 
propagated into the activity of samples. Anyway, 
the correction only makes sense when it produces a 
signifi cant modifi cation of the effi ciency P, of similar 
or higher value than its relative uncertainty, that is, 
we can prescind from FMP when there is a reduced 
variability of M with respect to P. 

Cutshall correction 

Among the different approximations that have been 
developed to estimate the self-attenuation correc-
tion, the expression introduced by [12] is the most 
used because of its simplicity and acceptable degree 
of precision. This factor can be used for cylindrical 
samples coaxially centred with the detector, being a 
valid approximation when the sample height is not 
large compared to the dimensions of the detector, as 
it is our case. If sample dimensions are too large, the 
Cutshall correction could lead to imprecise results, 
being necessary in such cases to use other more 
sophisticated and precise correction factors [13, 14]. 

The Cutshall self-attenuation factor FMO for a sam-
ple M with respect to a nonattenuating sample O is M
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(19) 

where M is the linear attenuation coeffi cient at the 
considered gamma energy and H is the height of 
the sample. As M is a generic sample, the previous 
expression is valid for sample P (writing P instead of 
M), so using Eq. (17), the Cutshall self-attenuation 
correction factor FMP of sample M with respect to 
sample P is obtained 

(20) 

In order to calculate FMP, it is necessary to know 
the attenuation coeffi cient  of samples M and P, 
what can be determined by measuring the transmis-
sion T, as it has been described and performed for 
the sediment samples. 

Correction factor of the studied sediment samples 

In order to obtain the effi ciency  valid for a generic 
sediment sample M starting from the experimentally 
determined effi ciency P of the standard P, with den-
sity P = 1.64 g/cm3, self-attenuation correction fac-
tor (20) has been used. Considering that the linear 
attenuation coeffi cient  of samples M and P can be 
expressed in terms of a common mass attenuation 
coeffi cient mas(E), expression (14), the correction 
factor turns to 

(21) 

where P = 1.64 g/cm3 and mas(E) has been pre-
viously determined and is given by Eq. (13). The 
correction, therefore, depends explicitly on three 
variables: gamma energy E, sample height H, and 
sample density M. In order to study the magnitude 
of FMP and the way it depends on its variables, FMP 
(Fig. 6) in function of every one of its variables has 
been represented, keeping the value of the two other 
variables constant. The constant values selected 
have been Eo = 122 keV, Ho = 5 cm, and Mo = 
0.8 g/cm3, corresponding to the minimum E, maxi-
mum H, and minimum M values were reached by 
the effi ciency variables, respectively. These values 
produce the highest corrections, because the values 
Eo = 122 keV and Ho = 5 cm lead to the higher 
possible attenuation, and Mo = 0.8 g/cm3 provides 
the higher density difference with respect to the 
standard P. 

Figure 6 shows that the value of the correction 
factor is above the unit, what is due to the fact 
that generic samples M have a lower density than 
the standard P, being, therefore, the counting and 
associated effi ciencies higher for M than those for 
the standard P. The decreasing shape of FMP(E,Ho,o) 
is due to the decreasing effect of attenuation as the 
energy E increases. The correction is above 5% 
in the whole energetic range, exceeding 15% for 
E < 700 keV. The increasing shape of FMP(Eo,H,o) 

is due to the increasing effect of the attenuation as 
the sample is thicker, being the correction above 5% 
for H > 1 cm and exceeding 15% for H > 3 cm. With 
regard to the dependence on the density, FMP(Eo,Ho,) 
is decreasing, tending to 1 as the density of the 
sample approaches the density of the standard, P = 
1.64 g/cm3, showing that correction effect disappears 
as the sample density tends to standard density, be-
cause in that case samples M and P have the same 
degree of attenuation. The correction is above 5% for 
M < 1.4 g/cm3, exceeding 15% for M < 1.1 g/cm3. 

As it has been shown, self-attenuation effect is 
important when compared to the relative uncertainty 
of the effi ciency, estimated as 5%, because the cor-
rection values are in the interval 15–30% for a wide 
part of its applicability range. If corrections were not 
performed, a very signifi cant systematic error would 
be introduced in the effi ciency calibration, affecting 
negatively the quality of the activity determinations. 
Therefore, self-attenuation corrections are necessary 
in order to not add such an extra source of error and 
to keep uncertainty as low as possible, 5%. 

Sample-detector system effi ciency M(E,H,M) 

The searched effi ciency of the sample-detector sys-
tem for a generic sediment sample with densityM 
and height H at the gamma energy E is 

(22) 

where P(E,H) is given by expression (11) and 
FMP(E,H,M) is the self-attenuation correction factor 
(21). This effi ciency function is valid in the range 
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E = 120–2000 keV, H = 0–5 cm, M = 0.8–1.7 g/cm3, 
in which the measured gamma emissions as well 
as the studied samples are contained. Relative un-
certainty associated to the effi ciency is 5%, coming 
basically from the original uncertainty on P. This 
uncertainty value will be used later, together with the 
counting statistics, to determine the fi nal uncertainty 
on the activity of the measured sediment samples. 

Figure 7 represents M in function of each one 
of its variables, keeping constant the value of the 
two other variables, as it was performed with FMP. 
The fi gure shows the strong dependence of M on 
the energy, being the variation undergone by the M 
values between the limits of the energetic interval 
of one order of magnitude. The dependence of M on 
the sample height is also very important, producing 
H a variation that reduces M to a third part of its 
initial value in the interval H = 0–5 cm. Finally, the 
dependence of M on the density produces a relative 
variation of 30%, because of the mentioned effect 
of the self-attenuation. The signifi cant variation of 
the effi ciency with respect to the studied variables 

justifi es, therefore, the need to perform the calibra-
tion in function of these variables. 

Validation of the effi ciency 

In order to validate the effi ciency calibration, the 
measurement of standard samples containing known 
activities of gamma radionuclides has been performed. 
These known activity values agree, inside the experi-
mental uncertainties, with the activity obtained from 
the measurement of samples and using the studied effi -
ciency, showing, therefore, the validity of the effi ciency. 

Five different standard samples have been con-
sidered. First of all, a soil sample supplied by the 
IAEA (reference material IAEA-SOIL6) containing 
certifi ed activity values of 226Ra and 137Cs radionu-
clides has been measured. From this material, a 5-cm 
height sample has been prepared, being its density 
0.98 g/cm3. In order to ensure secular equilibrium 
between 226Ra and its daughters, sample measure-
ment was performed one month after its preparation. 
Counting time was set as 48 h, to reduce statistical 
uncertainty below 5%. 226Ra determination was per-
formed by measuring the 352 keV and 35% intensity 
emission (from 214Pb), being necessary to subtract 
the area corresponding to the environmental back-
ground. 137Cs was determined by measuring its 
662 keV (85% intensity emission). 

According to the sample certifi cate, the activity 
values are a(226Ra) = 79 ± 4 and a(137Cs) = 36.5 ± 
1.3 Bq/kg. The performed measurement provides a 
result a(226Ra) = 75 ± 6 and a(137Cs) = 34 ± 3 Bq/kg. 
A good agreement, inside experimental uncertainties, 
is, therefore, found between measured and expected 
activities. 

Second, standard samples have been prepared 
using high-purity compounds such as KCl and 
K2Cr2O7, containing, therefore, the radionuclide 
40K. Considering the isotopic fraction (0.01167 ± 
0.00004)% and the half-life (T1/2 = (1.29 ± 0.02) 
×109 years) of radionuclide 40K, it can be deduced 
that the activity a of a generic compound containing 
potassium is 

(23) 

where q is the number of potassium atoms per mol-
ecule and M is the molecular weight [u.a.m.]. Such 
expression provides the activity values of the com-
pounds used, being a(KCl) = (1.66 ± 0.02) × 104 and 
a(K2Cr2O7) = (8.23 ± 0.13) × 103 Bq/kg. 

Using these compounds, samples with different 
height have been prepared and measured. The de-

Fig. 7. Sample-detector system effi ciency vs. each vari-
able. (a) Dependence on E. (b) Dependence on H. (c) 
Dependence on 

61.21 10  [Bq/kg]qa
M

 

Table 8. Experimental and expected values of radionuclide 40K activity in potassium compounds measured using vari-
able height samples 

H [cm] a(KCl) [Bq/kg] ×104 a(K2Cr2O7) [Bq/kg] ×103

1 1.65 ± 0.09 8.31 ± 0.70
2 1.57 ± 0.10 8.03 ± 0.90
3 1.61 ± 0.09 8.22 ± 0.60
4 1.65 ± 0.10 8.15 ± 0.55
Expected activity 1.66 ± 0.02 8.23 ± 0.13
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termination of 40K has been performed by measuring 
its 1460 keV gamma emission (intensity 10.7%), 
subtracting the background area contribution. Ac-
quisition times have been selected between 3 and 
24 h, depending on the sample mass, in order to re-
duce the counting uncertainty below 1% in all cases. 
The activity values obtained from each measured 
sample, shown in Table 8, agree with the theoreti-
cal activity values calculated for these compounds, 
within the experimental uncertainties. 

It is important to indicate that the attenuation 
of the standard samples measured to check the effi -
ciency validity is different from the attenuation of the 
sediment samples, because the composition of such 
materials is different. In order to calculate the ad-
equate self-attenuation correction of the effi ciency, 
FMP, it has been necessary to determine the attenu-
ation coeffi cient mas(E) for such materials used to 
check the effi ciency. The methodology used has been 
exactly the same as in the case of sediments, that 
is, the measurement of photon transmission using 
a point-like source of 152Eu has been performed and 
then the values have been fi tted to a function simi-
lar to Eq. (13) (but having another fi t coeffi cients, 
depending on the material composition) to obtain 
mas(E). The differences found between the values 
of the attenuation coeffi cient of the materials used 
and the corresponding to sediment samples is sig-
nifi cant, especially for low energies (around 100%), 
justifying, therefore, the separated determination of 
this attenuation. Once the linear attenuation M(E) 
of these materials has been determined, M(E) = 
M·mas (E), it is inserted in expression (20), in order 
to calculate the self-attenuation correction factor FMP 
for these specifi c materials. This factor is used to 
determine the correct effi ciency, M = FMP·P, fi nally 
used to obtain the experimental activity from the 
measurements of these materials. 

Finally, two certifi ed reference materials (CRMs) 
supplied by the IAEA were used to check the pro-
posed calibration: IAEA-385 (sea sediment) and 
IAEA-444 (soil sample). Details on matrix, prepa-
ration, and nuclide activities of these materials are 
described in [15] (IAEA-385) and [16] (IAEA-444). 
Two cylindrical samples with heights H = 1 cm and 
H = 5 cm were prepared and measured using each 
one of these materials. Measured radionuclides were 
226Ra (214Pb), 137Cs, 60Co, and 40K. Counting time was 
set to 24 h, in order to reduce statistical uncertainty 
below 5%. Table 9 shows the certifi ed activity values, 
sorted by nuclide energy, and the activity values 
obtained using the proposed calibration, together 
with the deviation [%], between these certifi ed and 
obtained values. Deviations are below 10% in all 
cases, improving for H = 5 cm in relation to H = 
1 cm, what could probably be due to the higher 
counting for H = 5 cm samples and the subsequent 
lower counting uncertainty for all nuclide lines. 

In order to compare these results with an alterna-
tive calibration methodology, effi ciency calculations 
for these two CRMs were performed using LabSOCS 
software [17]. To perform these calculations, the 
mass attenuation coeffi cients for CRMs were mea-
sured (as previously described in this work) and Ta
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introduced in the software, besides the geometry, 
shape, dimensions, and general parameters for 
sample and detector confi guration. Table 9 shows 
the activity values obtained using this calculated ef-
fi ciency and also the deviations [%] with respect to 
the certifi ed values. These deviations are higher than 
those obtained using the proposed calibration, being, 
in general, bigger approximately by a factor 2 than 
the deviations obtained via the proposed calibration. 
The proposed calibration, based on an experimental 
determination, therefore, improves noticeably the 
results obtained by LabSOCS calculations. 

This validation confi rms that the proposed cali-
bration methodology provides a precise effi ciency 
that is required to determine the activity of radio-
nuclides with an uncertainty as low as possible, 
in order to use such nuclide activities to perform 
precise environmental studies. Moreover, the agree-
ment found between experimental and expected 
activities for radionuclide 40K shows that it is pos-
sible to extend the applicability of the calibration to 
energies values higher than the maximum energy of 
the originally used standard (1332 keV), because of 
the strong linear relationship existing between ln() 
and ln(E), displayed in Fig. 2. 

Conclusions 

A methodology that allows to determine the FEPE 
(E,H,) for gamma spectrometry measurements 
with HPGe detector in cylindrical geometry has 
been developed and applied, being valid when this 
effi ciency depends on the energy of the radiation E, 
the height of the sample H, and also its density . The 
method consists of an initial experimental calibration 
as a function of E and H, using a standard spiked 
sediment P of fi xed density P, and the application 
of a self-attenuation factor, depending on the density 
of the sample , in order to correct for the different 
attenuation of the generic sample in relation to the 
measured standard. The effi ciency can be used for 
the measurements of sediments in the whole range 
of interest studied, E = 120–2000 keV, H = 1–5 cm, 
 = 0.8–1.7 g/cm3, being its relative uncertainty 
below 5%. 

Even though this calibration has been performed 
for a particular detector and a specifi c set of samples, 
the described methodology could be extended and 
applied to similar situations, that is, when samples 
to be measured have geometric differences and also 
show a different degree of compaction, having a 
similar composition. From the experimental point 
of view, besides the preparation and measurement 
of the standard, in order to be apply the method, 
the attenuation of samples must be determined by 
the measurement of photon transmission through 
material being studied. The attenuation is used to 
calculate the self-attenuation correction and is also 
needed to show that a common mass attenuation 
coeffi cient exists for the set of samples studied. It 
is also advisable to check the obtained effi ciency 
by the measurement of different standards with 
variable geometry and densities covering the stud-

ied range. In our case, a good agreement between 
experimental and expected activities is found when 
different standards are measured, including CRMs. 
The results obtained using the proposed calibration 
are more precise than the ones obtained by using 
LabSOCS calibration software, showing that specifi c 
experimental calibration is still necessary when the 
lowest uncertainties in measurements are required. 

The demonstration of the signifi cant variation 
of the self-attenuation correction and the effi ciency 
as a function of its variables has also been included 
as a fundamental part of the method. The study of 
this variation should be performed in every particu-
lar situation, in order to justify the need to calibrate 
as a function of the considered variables. When 
the variation of the effi ciency with a specifi c variable 
is too small compared to the required uncertainty, 
this variable should not be considered as part of 
the calibration, as the uncertainty would hide the 
effect of such variation. In our case, the variable that 
produces the lower variation of  is the density. This 
variation can reach a relative value of 30%, high 
enough when compared with the relative uncertainty 
of the effi ciency 5%, justifying then the inclusion 
of  as a variable in the calibration process and, 
therefore, in the effi ciency function. 
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