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Introduction 

A computer tomography (CT) image is the measure-
ment of X-ray attenuation coefficients in the scanned 
object. The image can be represented in grey scale. The 
grey values or CT numbers represent the attenuation 
coefficients of the object relative to the attenuation 
coefficients of water. 

(1)   

Here, μ is the linear attenuation coefficient for 
the scanned object and μwater is the linear attenuation 
coefficient for water, HU is the Hounsfield unit. Em-
pirically, the value of CT numbers is affected by such 
measurement parameters as the size and material of the 
phantom used for the CT measurements, the kilovolt 
potential setting of the X-ray tube [1, 2] reconstruc-
tion field of view (FOV), elemental composition of the 
scanned media [1] and its temperature [3]. 

Previous studies of CT scanners, including empiri-
cal models and Monte Carlo (MC) simulations, were 
conducted in order to minimize radiation dose to the 
patients or to improve image quality (Bhat et al. [4], 
Caon et al. [5] and later by Ay et al. [6, 7]).

Calculating the effect of beam shaping filters is an 
important aspect of these simulations and several meth-
ods have been used to simulate CT filters. Atherton and 
Huda [8] created a look-up table containing information 
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on the angle of incidence and the amount of material in 
the beam path, an approach also taken by Jarry et al. [9]. 
In these studies, the information was transferred into 
weighing factors [9] and a look up table of linear attenu-
ation coefficients as a function of angle [8]. Full Monte 
Carlo simulation of the filter geometry was carried out 
by Salvado et al. [10] and Tzedakis et al. [11]. 

In our work, simulations were performed to estab-
lish an approach to calculate the accuracy of CT num-
bers. Our approach included performing Monte Carlo 
simulations of a CT scanner and phantom with tissue 
substitutes, and then reconstructing the simulated projec-
tions into images with CT number representation. We 
validated this approach to calculate CT numbers through 
a comparison with experimental measurements. The aim 
was to predict how different parameters affect the uncer-
tainty of the CT numbers and how they indirectly affect 
the empirical relation between measured CT numbers 
and the carbon ion range used in treatment planning. 
We presented initial results of the MC simulation of the 
X-ray CT scanner and phantom with tissue substitutes in 
[12]. The effect of the photon spectral distribution and 
energy fluence across the FOV on CT images was also 
discussed in the prior article. This paper presents our 
complete findings. 

Materials and methods 

X-ray CT scanner 

A Siemens Emotion CT unit was simulated based on 
design data provided by Siemens Medical Solutions1. 
The scanner is equipped with a DURA 352-MV X-ray 
tube, two beam shaping filters (a bow-tie filter made 
of Al and a Teflon filter). The detector-arc is made out 
of 672 elements and equipped with an anti-scatter grid. 
The material of the detector elements is gadolinium 
oxysulphide (Gd2O2S) for which the energy response 
function has been published [13]. 

The X-ray tube of the CT scanner has three nominal 
voltages: 80, 110 and 130 kV. However, the air calibra-
tion of this particular scanner is maintained by changing 
the voltage settings of the X-ray tube. The voltage can 
vary by up to ± 10 kV.

Substitutes and phantoms 

Electron density substitutes, manufactured by Gammex-
-RMI (Middletown, WI, USA) were chosen as tissue 
equivalent substitute materials [14]. Another group of 
tissue substitutes (H-materials) has been experimentally 
investigated by Jäkel et al. [15]. H-materials are based 
on polyethylene and simulate tissue in terms of photon 
absorption, but their elemental composition contains 
high percentages of silicon and tin. In the scope of this 
work, the elemental composition of the Gammex tissue 
substitutes and H-material was modelled for the calcula-
tion of CT numbers. 

A cylindrical phantom (16 cm diameter) of 
PMMA was simulated. Gammex tissue substitutes and 
H-materials were simulated as phantom inserts (2.8 cm 
in diameter). In order to present the simulated results in 
terms of Hounsfield units, air and water were simulated 
as reference media. The elemental composition of the 
simulated materials is presented in Table 1. 

CT numbers of Gammex tissue substitutes were 
measured using a Siemens Emotion CT scanner. Mea-
surements were done at nominal tube voltages 80, 110 
and 130 kV, with the tube coefficient (mAs) equal to 
200 mAs, 3 mm slice thickness, H40s reconstruc-
tion filter and 287 mm in diameter FOV. As for the 
H-materials, the reported CT measurements are those 
reported by Jäkel et al. [15]. 

Calculating CT numbers from Monte Carlo simulation 
of CT scanner and phantom inserts 

X-ray projections of the phantom and inserts were simu-
lated using the MC code BEAMnrc/EGSnrc [16–18]. 
EGSnrc was chosen because it has the most advanced 
interaction library for physics modelling of electron, 
positron and photon interactions in low energy range 
applications (1–150 keV) [16, 19, 20]. 

The MC simulation was divided into two parts. The 
first deals with X-ray production and filtration (CT1). 
The second deals with the transport of photons through 
phantoms and tissue substitutes (CT2). Each part was 
terminated by a scoring plane. Phase space files (PHSP) 
were calculated at each scoring plane [12]. 

The phase space file contains information on the 
energy, position and incidence angles of the photons. 
However, projection data are required to perform the 
reconstruction and to acquire CT numbers. Calculating 
projections from PHSP involves the sub-processes of 
sorting the photons into detector elements, accounting 
for detector response, and finally representing the signal 
in raw data format for projections. Scatter and beam 
hardening corrections are applied. Images are recon-
structed from many projections using a PC-based FBP 
algorithm with a Ram-Lak filter. Finally, average CT 
numbers were calculated by defining regions of inter-
est (ROI) in the reconstructed images and presented 
in Hounsfield units scale. The calculation chain for CT 
numbers is shown in Fig. 1. 

Simulation of CT unit and phantom with substitutes 

EGSnrc parameters were optimized for low energy 
interactions. The photon cut-off-energy (PCUT) and 
the electron cut-off-energy (ECUT) were 0.001 
and 0.516 MeV, respectively. We used an ECUT of 
0.521 MeV to save calculation time in the filters and col-
limators. Bound Compton scattering, Rayleigh scattering 
and atomic relaxation effects were turned on during the 
simulation. The cross-section of all interactions of pho-
tons with the simulated materials was created using the 
code PEGS4 for AE = 0.516 MeV and AP = 0.001 MeV. 
The parameters AP and AE are the low-energy thresh-
olds for the production of secondary Bremsstrahlung 
photons and knock-on electrons, respectively. 

1 The confidential data were obtained from Siemens within the 
framework of a collaboration contract signed by “Siemens Medical 
Systems” and the Medical Physics Department including a non-
disclosure agreement.
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The X-ray spectrum of the DURA 352-MV tube 
of the Siemens Emotion CT was input to the CT1 part 
of MC simulation. X-ray spectra were simulated using 
BEAMnrc/EGSnrc and the design information pro-
vided by Siemens. Optimization of the parameters of the 
X-ray tube simulation was carried out in [21]. Simula-
tions were performed for X-ray tube voltages of 80, 100, 
105, 110, 115, 120 and 130 kV. 108 incident electrons 
were used. The target was 0.2 mm tungsten. Total filtra-
tion was 0.6 mm titanium and 3.0 mm aluminium. 

The X-ray tube was simulated as a collimated point 
source with a rectangular beam section. It was set 3.4 cm 
from the compound module simulating the filter. The 
filters, collimators and phantom with inserts were simu-
lated as the compound modules: pyramids, blocks and 
side tubes, respectively [22]. However, as the BEAMnrc 
code terminates the history of particles outside the de-
fined dimensions of the compound module, it was also 
necessary to simulate a side tube of 3 layers representing 
the tissue substitute, phantom and air surrounding the 
phantom in the field of view (50 cm in diameter). 

Output from the first part of the simulation (CT1-
-PHSP) served as input for the CT2 part of the simula-
tion. Output for CT2 part of simulations was calculated 
at a scoring plane 94 cm from focal spot, which repre-
sented the position of the detector arrays. The detector 
array and the scatter grid were not simulated. Instead, 
ideal collimation was assumed and scattered photons 
were subtracted analytically (see below). 

The incident number of photons in the CT1 part is 
1010. 5 × 108 incident photons were used for the CT2 
part of the simulation. If the number of photons in the 
CT1-PHSP was insufficient to generate the required 
5 × 108 incident photons, the program was allowed 
to recycle the input file until the specified number of 
photons is achieved. The number of times that CT1-
-PHSP is recycled decreases when the peak voltage 
of the incident photon spectrum increases. The CT1-
-PHSP file was recycled 5 times with a voltage setting 
of 110 kV to generate 5 × 108 incident photons for the 
CT2 simulation. 

Each simulation of the CT2 part was regarded 
as an independent “view” i.e. the measurement at a 

single specified angle, which corresponds to a line in 
the sinogram. To generate more views using the same 
CT1-PHSP, the seeds of the random number generators 
were varied for CT2 part of the simulation. 

Two Pentium4 Linux PC with 3 GHz CPU power and 
1 GB RAM were used to perform the MC simulation. 
The simulation of the CT1-PHSP with 1010 incident 
photons took several days of CPU time for each set of 
parameters. CT2 part of the simulation required a maxi-
mum of 3 h of CPU time for 5 × 108 incident photons. 

Postprocessing of simulation results 

Sorting photons into detector elements 

Photons were initially sorted in the required slice 
thickness using the information on the position of the 
photons in the X-direction. Sorting the particles into 
detector elements along the slice-axis (y-axis of the 
simulation) required the knowledge of the number of 
detectors in the array (N) and the length of the active 
part of the detector [22]. 

Implementation of detector response 

The energy of each photon is given in the PHSP file. 
According to the energy of the photon, an efficiency 
factor (weight) is assigned to the photon. The weight 
is estimated from the energy response function of the 
detector elements [3]. The weights were calculated 
separately for each detector element in the array, and 
the result was then stored as list of the detector indices 
(n) and the corresponding signal (I(n)). 

Scatter corrections 

Ideal collimation by the scatter grid was assumed. Scat-
tered photons were excluded analytically based on the 
dimensions of the scatter-grid, the length of the active 
and dark areas of the detector and the incidence angle 
of each photon reaching the scoring plane. In a real CT 
scanner, particles that hit the active area of the detec-

Fig. 1. Workflow to simulate CT numbers taking into consideration the geometry, composition, and physical process behind 
the measurement of CT numbers. The procedure starts with X-ray tube simulation and generation of PHSP file. The X-rays are 
then transported through CT and phantom inserts. Finally, a CT image is reconstructed and CT numbers are calculated [12]. 
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tors without hitting the scattering grid are considered 
“true events”. The same concept was assumed in the 
simulation. Photons which were classified as scattered 
were not included in the signal (I(n)). 

Presenting projections in log format 

Calculation of projection data (–ln(I/I0)), requires 
knowledge of the initial intensity of the incident pho-
tons (I0). Therefore, a dedicated simulation was set to 
calculate I0 with only air in the FOV. I0(n) was calculated 
in the same manner as I(n), and projections (–ln(I(n)/
I0(n))) were calculated for each detector element. 

Beam hardening corrections (BHC) 

Beam hardening is the shift of the X-ray spectrum to 
higher effective energies, which “harden” as the beam 
transverses matter. If the energy spectrum of the inci-
dent photons is known, beam hardening artefacts can 
be corrected. One approach is to assume the separation 
of variables of the attenuation coefficient μ(s, E), where 
E is the energy and s is the space. The details on this 
approach of BHC are described in [23, 24]. 

In this work, the energy assumed for BHC is 40 kV. 
Then, μ(s, E) is written as: 

(2)   μ(s, E) = f(s) · ψ(E) 

where ψ(E) was the attenuation coefficient of water 
relative to the coefficient at 40 kV. 

(3)  

BHC is applied at the level of the raw data before 
reconstruction is performed. The BHC algorithm used 
in the scope of this work corrects the effect of beam 
hardening on the basis that all media interact with the 
spectrum similar to water2. This is a simple but sufficient 
approximation, since most tissue types are water-like. 
An approach that corrects for bone as well as soft tis-
sues is described in [19]. 

Reconstruction 

A simple fan-beam filtered back projection (FBP) re-
construction algorithm is applied to obtain images [25]2. 
The reconstruction algorithm performs: 

Rebinning into parallel projections.  –
Convolving with a Ram-Lak kernel.  –
Back projecting.  –
The main input is the simulated projection. Other 

input parameters are the diameter of FOV, number of 
views, position of CT at starting angle, fan angle of the 
X-ray tube and detectors, size of image and number of 
pixels per image. The output is an image matrix, which 
is given in arbitrary values. Though the values represent 
the distribution of the attenuation coefficients, they are 
not normalized. 

Normalization of reconstructed values (Hounsfield 
units) 

Hounsfield units are the attenuation coefficients rela-
tive to μwater. To obtain μwater a dedicated simulation is 
performed using a water cylinder (25 cm in diameter). 
The reconstructed value of                              was calcu-
lated by defining a region of interest in the centre of the 
reconstructed image of water cylinder and calculating 
the average                            .

The assumptions for normalization are that the re-
constructed CT number of water = 0, the reconstructed 
CT number of air is 1000 and that the relation between 
CT numbers and attenuation coefficients is linear. CT 
numbers were calculated using the reconstructed at-
tenuation coefficient                            as: 

(4)  

Results 

CT numbers of the Gammex tissue substitutes, 
H-materials and PMMA 

The measurements of CT numbers of Gammex tissue 
substitutes were performed using 80, 110 and 130 kV 
nominal voltages. However, the actual voltage settings 
of the X-ray tube were 79.3, 101.9 and 121.7 kV. 

The measurements performed by Jäkel et al. [15] 
indicated that H-materials behave differently from Gam-
mex tissue substitutes, which closely imitate soft tissues. 
Figure 2 shows the calculated CT numbers as a function 
of the electron-density for Gammex tissue substitutes, 
H-materials and PMMA. The results of simulation 
successfully predicted the behaviour of H-substitutes 
(compared to Gammex tissue substitutes). 

The simulated CT numbers were calculated using 
5 independent projections for the 80 and 120 kV set-
tings, but only one projection for the 100 kV. The effect 
of using one independent projection instead of five is 
a higher uncertainty in the simulated CT numbers of 
the simulations for the 100 kV voltage settings. 

2 The code was provided by the image reconstruction group of the 
Medical Physics Department of the Institute of Medical Physics 
in the Freidrich-Alexander-University Erlangen-Nürnberg, Ger-
many. The code was used with permission of developers for our 
specific calculations. 

40kV
water water( ) ( )E Eψ = μ μ

recon

reconCTnumber 1000 1 HUm

w

⎛ ⎞μ
= × −⎜ ⎟μ⎝ ⎠

reconstructed
water water( )μ μ

reconstructed
water water( )μ μ

Fig. 2. Calculated CT numbers vs. electron density for Gam-
mex, H-materials and PMMA. 

reconstructed
water water( )μ μ
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Accuracy of the CT numbers 

The overall accuracy of the results was estimated taking 
into account the analysis of the statistical uncertainties 
of the calculated CT numbers and by comparison with 
experimental data. 

Uncertainty of the calculated CT numbers 

The photons in CT2-PHSP are dependent on the dis-
tribution of photons in CT1-PHSP. However, the use of 
different random number seeds for the simulations 
of the CT2 part cannot completely eliminate this depen-
dency. The statistical effect of the number of indepen-
dent views on the reconstructed image is investigated 
for a PMMA phantom with a Gammex cortical bone 
substitute as insert. Figure 3 is actually a horizontal 
profile through the centre of the image. 

In Fig. 3a μm
recon was calculated with a single in-

dependent view compared to the 5 views shown in 
Fig. 3b. Despite the fact that the number of incident 
photons per view is the same, more fluctuations are 
seen in profile in Fig. 3a. The CT reconstructed im-
ages are shown in Figs. 3c and 3d. Ring artefacts are 
visible in the image, which is reconstructed using one 
independent projection (Fig. 3c). The rings disappear 
when the image is reconstructed from 5 independent 
projections (Fig. 3d). 

Differences between measured and simulated CT 
numbers 

The deviation of the simulated CT numbers from the 
measured value was always within the uncertainty of 
the simulation. Figure 4 shows the simulated CT num-
bers as a function of measured CT numbers for Gam-
mex tissue substitutes, H-materials and PMMA. 

A histogram of all the data points from Table 2 is 
shown in Fig. 5. The simulation results are randomly dis-

Fig. 4. Comparison of calculated and measured results of CT 
numbers for Gammex, H-materials and PMMA for the 120 kV 
voltage setting.

Fig. 3. The effect of number of independent projections on a profile in the centre of a calculated CT image (a and b) and 
the reconstructed images (c and d) is presented. The reconstructed CT image (512 × 512 pixels) represents a 16 cm PMMA 
phantom with cortical bone substitute as an insert. 

a b

c d
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tributed around the measured values. The distribution can 
be described by the Gaussian function (G) such that: 

(5)  

Here, x is the difference between measured and 
calculated CT numbers; the average deviation (x–) is 
4 ± 4 HU. The standard deviation (σ) is 49 ± 4 HU 
and A is 12 ± 1. 

Discussion 

Approximations in the simulation 

The simulation imitates the CT scanner, phantom and 
substitutes to the best available knowledge. However, 
the simulation setup included a few approximations, 
such as assuming that the X-ray tube is a point source, 
which were made in order to shorten the run-time of the 
simulation. Other approximations included the energy 

response of the detector, scatter and beam hardening 
corrections. 

The beam profile due to the point-like X-ray source 
closely resembles the profiles obtained by the MC 
simulation of the X-ray tube. This approximation is 
valid only for the central slice (along the slice-plane) 
but only the central slices are of importance in this 
work. In general, the energy response of the detectors 
is mainly affected by photons with energy less than 
52 kV (the K-edge of Gd). 

Influence of the applied correction of the signal due 
to scatter is analyzed in [22]. The shape of the scatter 
signal is similar to what was measured and predicted by 
Ay and Zaidi [26]. In our work, scatter was calculated 
by assuming perfect collimation by the anti-scatter grid. 
Scatter correction is time consuming and many photon 
counts are lost. However, without the scatter correction, 
the signal is more noisy and the value of CT numbers 
is underestimated. 

In this work only water-based BHC was applied, 
as this was sufficient for simulation purposes. The devia-
tion of the simulated CT numbers from the expected 
value (for example, 0 HU for water) decreases by apply-
ing BHC. The difference between corrected and uncor-
rected CT numbers of water was less than 15 HU. 

It should also be noted that BHC is a postprocessing 
correction that is applied to the simulated projections 
and does not increase the calculation time. It is recom-
mended that, at minimum, a water-based BHC or even 
a weighted BHC be used in future simulations. 

Accuracy of the simulation 

The uncertainty of the simulated CT numbers depends 
on the simulated geometry and number of independent 
projections used to reconstruct the image (Fig. 3) as well 
as on the number of incident photons. Geometries caus-
ing large attenuations, such as large phantom diameters, 
result in the greatest uncertainties. If the attenuation is 
too large, the photons are absorbed within the phantom 
and barely reach the scoring plane. In such cases, it is 

Table 2. Simulated and measured CT numbers for Gammex tissue substitutes, H-materials and PMMA 

E-density

Measured CT numbers Simulated CT numbers 

80 kV 
(79.3)

110 kV
(101.9)

130 kV
(121.7) 80 kV 100 kV 120 kV

Lung (LN450) 0.44   –578 ± 20   –577 ± 23   –583 ± 20   –549 ± 102 –541 ± 193 –532 ± 87
Adipose fat (AP6) 0.90 –137 ± 4 –121 ± 4 –114 ± 4   –143 ± 106 –140 ± 220   –116 ± 115
Brain (SR2) 1.05   –17 ± 4       1 ± 5       7 ± 4       –2 ± 150   –46 ± 235     –10 ± 115
Muscle (RMI452) 1.02     40 ± 5     35 ± 5     31 ± 5     44 ± 91     10 ± 188       35 ± 103
Inner bone(IB) 1.09   391 ± 9   311 ± 7   274 ± 6     277 ± 113   220 ± 189     200 ± 115
CB2 30% (CB230) 1.29     723 ± 16     600 ± 13     546 ± 11     681 ± 134   556 ± 256     548 ± 135
CB2 50% (CB250) 1.47   1332 ± 28   1088 ± 24     987 ± 22 1253 ± 97 1042 ± 428   1006 ± 145
Cortical bone (SB3) 1.69   1999 ± 41   1616 ± 36   1459 ± 36   1862 ± 196 1575 ± 360   1462 ± 166
Hm800 0.22      –       –   –798 ± 11     –   – –729 ± 75
Hm500 0.46      –       –   –485 ± 10     –   – –436 ± 83
H200 1.01      –       –     227 ± 10     –   –     289 ± 176
H400 1.07      –       –     420 ± 15     –   –     461 ± 187
H900 1.33      –       –     962 ± 35     –   –   1013 ± 189
H1200 1.52      –       –   1250 ± 65     –   –   1407 ± 137
PMMA 1.15      –       –   138 ± 7     –   –     147 ± 182

Fig. 5. Distribution of the simulated CT numbers around 
measured values. The graph shows the histograms of the data 
points as a function of the difference between the simulated 
and measured CT numbers. The histogram of all the data 
points and the Gaussian fit (G(x) in Eq. (5)) are shown.
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necessary to simulate more photons in the CT2-part. 
However, increasing the number of photons in the 
CT2-part will lead to more recycling of the CT1-PHSP, 
which increases the uncertainty. The limiting factor is 
to obtain a sufficient number of photons (about 106 per 
detector element) in order to reconstruct an image with 
reasonable quality. 

In this work, images are reconstructed from a few 
independent projections. Therefore, it is important 
to have a high number of photon counts to generate 
projections with low statistical fluctuations. 

Figure 3 shows the effect of statistical noise on the re-
constructed attenuation coefficients in a profile through 
a reconstructed image. Usually, about 1000 independent 
views of approximately 1015 photons per view are used 
for imaging under clinical conditions. To simulate CT 
numbers in this work, a maximum of 5 independent 
views with only 5 × 108 photons per view were used. 
When the projections have a low signal to noise ratio, 
the reconstructed image have ring artefacts due to the 
correlation of the noise in the projections (Fig. 3). 

To lower the uncertainty in the simulated CT num-
bers, it is necessary to simulate more photons and more 
independent projections. Therefore, it is necessary 
to increase the efficiency of the simulation. 

A large number of incident photons used for the 
CT1-part of the simulation is lost by defining a 50 × 
50 cm2 field when only a 50 × 1 cm2 field of X-ray is 
needed. This leads to long computation times of the 
CT1-simulations, since the run-time of the simula-
tion increases with the number of incident photons. 
However, once a CT1-PHSP is available, it can be 
used repeatedly to perform CT2 simulations. BEAM 
is a flexible open-source code. It can model complex 
components; however, since it was designed to facilitate 
a simulation of a radiotherapy unit, it has a few draw-
backs when used to simulate a CT scanner. The code 
was nonetheless sufficient for the purpose we wanted 
to achieve. However, the EGSnrc or MCNP codes may 
be more useful for introducing asymmetric geometries 
in CT scanner and phantom simulations. 

Our simulation correctly reproduced the behaviour 
of H-materials compared to Gammex tissue substitutes 
and the effect of voltage settings of the X-ray tube. The 
simulations of the CT numbers of H-materials were 
based on the Emotion CT scanner despite the fact 
that it is different from the Siemens Somatom Plus 4 
scanner used by Jäkel et al. [15]. However, both scan-
ners are from Siemens and are of comparable design-
-generations. This explains the remarkable result that 
the average deviation between measured and simulated 
CT numbers was 4 ± 4 HU with standard deviation 
σ = 49 ± 4 HU. The difference between the measured 
and simulated CT numbers is small and always within 
the uncertainty of the simulated CT numbers. 

Conclusion 

This work has described a novel method for calculating 
CT numbers from MC simulations, and is the first study 
of the accuracy of CT numbers based on MC simula-
tions of a CT scanner. The average deviation between 
measured and simulated CT numbers is 4 ± 4 HU, with a 

standard deviation σ = 49 ± 4 HU. This is a remarkable 
result, particularly since the uncertainty of simulated CT 
numbers can rise to 200 HU or more, depending on the 
simulation parameters. 

This method was also used to investigate the suitability 
of tissue substitutes to perform CT calibrations. For ex-
ample, H-materials were found unsuitable to perform CT 
calibrations, whereas Gammex tissue substitutes closely 
resemble the behaviour of body tissues. This simulation 
correctly predicted the CT numbers of H-material and 
distinguished them from Gammex tissue substitutes. 

The method presented here can correctly assess 
CT numbers for cylindrical objects in the centre of the 
FOV. However, oval, rectangular or asymmetric objects, 
which cannot be approximated by a few independent 
views, have not yet been investigated. 

The method presented here could be used to esti-
mate the effect of different parameters on CT numbers, 
for example, the voltage of the X-ray tube, the size and 
material of the phantom. Future work will discuss how 
these parameters affect range calculation in ion therapy 
treatment planning. 

The uncertainties in the empirical calibration of 
the CT-numbers described by us in [27] inspired us to 
develop the methodology presented here, but there are 
different ways to improve the accuracy of CT-numbers 
[28] and empirical calibration [29] and these are briefly 
discussed in [30]. 
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