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A novel method of dielectric loss factor measuring has been described. It is based on a quasi-balanced method for the 

capacitance measurement. These AC circuits allow to measure only one component of the impedance. However, after analyzing a 

quasi-balanced circuit's processing equation, it is possible to derive a novel method of dielectric loss factor measuring. Dielectric 

loss factor can be calculated after detuning the circuit from its quasi-equilibrium state. There are two possible ways of measuring 

the dielectric loss factor. In the first, the quasi-balancing of the circuit is necessary. However, it is possible to measure capacitance 

of an object under test. In the second method, the capacitance cannot be measured. Use of an artificial neural network minimizes 

errors of the loss factor determining. Simulations showed that the appropriate choice of the range of the detuning can minimize 

errors as well. 
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1.  INTRODUCTION 

ANY PHYSICAL objects, which are dielectrics, can 

be in a steady state modeled as a combination of RC 

elements. Resistance R models the energy loss (so-

called active energy) and capacitance C models the energy 

storage (so-called reactive energy). Such an object is, for 

example, electrical insulation. An important parameter of 

this model is the relationship between passive and active 

energy of the tested object. This relationship is called the 

dielectric loss factor. The phasor analysis of the object under 

test also shows the name of tan δ because the loss factor is 

the tangent of the phase angle, by which the phase shift 

between current and voltage of the object is different from 

the π/2 angle. 

Dielectric loss factor is often measured in diagnostics of 

electrical insulation. It is an indicator of insulation moisture 

and allows the assessment of the degradation of the 

insulation. 

There are many methods of measuring the dielectric loss 

factor used in practice. These are laboratory methods, such 

as the calorimetric method, alternating current bridges (e.g., 

Schering bridge), algorithmic methods and other. 

The measuring method is shown below, which, after the 

modification and application of artificial neural network, 

allows the measurement of dielectric loss factor. 

 

2.  MEASURING CIRCUIT 

The measuring circuit shown in Fig.1. [1] is a 

representative of a specific group of measuring circuits, the 

so-called quasi-balanced circuits [2-10]. These circuits are 

intended to measure AC impedance components. Their 

special feature is to have a selected state, the so-called 

quasi-equilibrium state. 

Frequently, as in the circuit from Fig.1., this is the 

orthogonality of the two selected signals. The circuit is 

brought to this state by changes of a regulatory element. In 

the circuit from Fig.1. it can be an adjustable gain of the 

amplifier A or an adjustable conversion coefficient of the 

current/voltage converter B.  

 

 

 
 

Fig.1.  Quasi-balanced circuit for capacitance measuring of an 

object of RC type. 

 
The measuring signals of the circuit from Fig.1., taking 

into account that the phase shifter π/2 performs a 

multiplication by the imaginary unit j, can be described as 

follows: 

 

XX IBVAw j1 ⋅−⋅=                          (1) 

 

and 

XIBw j2 ⋅= .                               (2) 

 

As already mentioned, the circuit from Fig.1. has a state of 

quasi-equilibrium which means orthogonality of w1 and w2. 

This quasi-equilibrium state can be described by the 

equation: 
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so (3) can be written as follows: 
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The equation determining the reactance of the serial object 

under test is given as follows: 

 

0

0Im
A

B
Z X = ,                               (7) 

 

where A0 and B0 are the voltage gain of the amplifier A and 

the conversion rate of the current/voltage converter in the 

quasi-equilibrium state, respectively.  

Based on the reactance, the capacitance can be calculated 

for object under test as follows: 
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= .                                  (8) 

 

As already mentioned, an adjustable gain of the amplifier 

A or an adjustable conversion coefficient of the 

current/voltage converter B can be used as a regulatory 

element. More often an adjustable gain A is used, due to 

simple calculations of the capacitance CX.  

 

3.  IDEA OF LOSS FACTOR MEASURING 

The circuit from Fig.1. is suitable only for measuring of a 

single impedance component. However, analysis of the 

circuit shown below allows the use of such circuit to 

measure the dielectric loss factor. 
 

 

 
Fig.2.  Illustration of (9). 

Output signal under detection ΦWA is in this circuit the 

phase shift angle between the w1 and w2. It can be described 

by the following equation [1]: 
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This signal is a function of the control element A setting. It 

also depends on constants: dielectric loss factor tan δX and 

setting of the regulatory element in quasi-equilibrium state 

A0. Fig.2. is a graph showing the (9).  

Dielectric loss factor tan δX can be determined on the basis 

of (9), if the setting of the regulatory element is known, the 

corresponding value of the phase angle ΦWA and gain of the 

voltage amplifier in quasi-equilibrium state A0 is 
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In this case, we can also determine capacitance CX. 

If the gain of the voltage amplifier in quasi-equilibrium state 

A0 is not known, two gain settings of the amplifiers A1 and 

A2 should be performed consecutively and corresponding 

values of phase angles ΦW1 and ΦW2 are readable: 
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Dielectric loss factor can then be determined from the 

relationship: 
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In this case, capacitance CX cannot be calculated. 

Next we will discuss the method described by (10). This 

method allows the simultaneous measurement of 

capacitance (as the quasi-balanced circuit, after achieving 

the quasi-equilibrium state) and dielectric loss factor (after 

detuning from the quasi-equilibrium state). 

In practice, the method of determining the value of 

dielectric loss factor using (10) is very sensitive to 

measurement errors of the phase angle and the relationship 

of A/A0. Therefore, we attempted to determine the value of 

tan δX, using the artificial neural networks (ANN), because 

of their good approximation and generalization properties 

[11-13], [18]. 
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4.  SIMULATION 

The study has been performed as a simulation, using the 

library Neural Network Toolbox, available in the Matlab 

environment [16]. The network with one hidden layer had 

been implemented and then it was learned by the 

Levenberg - Marquardt algorithm [17]. The sigmoid 

activation function of neurons in the hidden layer [14], [15] 

and a linear function in the output layer were used. The 

ANN structure is shown in Fig.3. 

 

 
 
Fig.3.  The structure of the ANN used for determining the 

dielectric loss factor. 

 

A learning data set of 2500 items, i.e. 50 values of the ΦWA 

and 50 values of the A/A0 was given to the inputs of the 

ANN. The 2500 tan δX values were given on its output. The 

learning data set was generated using (9).  

After the learning process, testing of the network with 

40000 test element set was completed. Their values were 

obtained in a manner similar to the learning data set. 

 

 

 
 

Fig.4.  a) Values of ΦWA vs. A/A0 for the range of variation 

[0.200...0.999]) and tan δX (for the range of variation 

[0.001...0.050]); b) surface of absolute error of neural determining 

the value of tan δX.. 

 

Preliminary studies have shown that the ANN with 12 

neurons in the hidden layer (structure: 2-12-1) sufficiently 

approximates the (9). Increasing the number of neurons in 

the hidden layer and increasing the number of layers did not 

result in a significant improvement in approximation. 

Examples of the results of the relationship ΦWA vs. A/A0 (for 

the range of variation [0.200...0.999]) and tan δX (for the 

range of variation [0.001...0.050]) are shown in Fig.4. 

Fig.4.b) shows the strong increase in errors for A/A0 for the 

range of variation [0.200...0.999]) and tan δX (for the range 

of variation [0.001...0.050]); close to a value of 1. This 

means the need for a significant detuning of the state of 

quasi-equilibrium to measure the dielectric loss factor. 

Therefore, the ANN learning data were limited to the range 

[0.200...0.800]. The results obtained in the testing process 

are shown in Fig.5.  

Fig.5.b) shows a graph of absolute error of dielectric loss 

factor calculation after changing the range of detuning of the 

A/A0 parameter. 

 

 

 
 

Fig.5.  a) Values of ΦWA vs. A/A0  for the range of variation 

[0.200...0.800]) and tan δX (for the range of variation 

[0.001...0.050]); b) surface of absolute error of neural determining 

the value of tan δX.. 
 

It can be seen (Fig.5.b)) that the errors of neural 

determination of tan δX (the assumed range of variation) do 

not exceed 0.5·10
-5

. The expression of the calculation 

inaccuracies using the uncertainty requires, in the general 

case, implementation of the histogram of the errors and 

application of the method described in [19]. In situations 

where the shape of the histogram is similar to the standard 
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error probability density function (normal, uniform, etc.), 

known statistical methods can be used. 

However, note that the errors shown in Fig.5.b) relate to 

an ideal situation, i.e. that the ΦWA and A/A0 values resulting 

from (9) are given to the inputs of the neural network in the 

testing process.  

In practice, the ΦWA and A/A0 values are measurement 

results, which are always obtained with a limited accuracy. 

In order to model a situation of this kind, tests were carried 

out for two cases. At first it was assumed that the A/A0 and 

ΦWA values have errors arising from 12 and 8-bit 

quantization, respectively. The assumption of such values is 

justified by the typical measurement chain [19]. In the 

second case it was assumed that both values are quantized 

with low, 6-bit resolution.  

The quantization process implemented by the A/D 

converter was modeled using dependence: 

 









+= 5.0 INT)(

q

x
xnq ,                       (14) 

 

where x and nq(x) are quantities in the input and output of 

the A/D converter, respectively, q is the quantum value, 

INT(•) is a function which assigns the integer part of its 

argument.  

 

 

 

 
 

Fig.6.  Surface of absolute error of neural determining of tan δX for 

the A/A0 and ΦWA values quantized with a) 12-bit and 8-bit 

resolution, respectively; b) 6-bit resolution both. 

 

After performing a multiplication: 

 

qxnx q ⋅= )(~ ,                            (15) 

relationship: 

qxx ∆+= ~                                  (16) 

 

is obtained, wherein Δq is a quantization error with uniform 

distribution in the interval [-q/2, q/2]. The results of these 

tests are shown in Fig.6. 

It may be noted that the errors of neural determination of 

tan δX are the smallest if the A/A0 ratio is detuned to 

approximately 0.5 and it decreases with decreasing the value 

of tan δX. Histograms of tan δX calculation errors for both 

cases are shown in Fig.7.  

 

 

 
 
Fig.7.  Error histograms of neural tan δX calculation for the case of 

a) Fig.6a; b) Fig.6.b). 

 
Error histograms of neural tan δX calculation confirm 

previous observations. Namely, for small values of tan δX 

the histogram shape is similar to a Gaussian distribution 

with a relatively small variance. With the tan δX increase 

increases also the variance, while the shape of the histogram 

is changed to resemble uniform distribution, as can be seen 

especially in Fig.6.b). 

 
5.  CONCLUSION 

The presented method of measuring of capacitance and 

dielectric loss factor is based on a circuit implementing the 

quasi-balanced method.  

The capacitance of the object under test can be determined 

knowing the values of control elements in the quasi-

equilibrium state. When detuning from the quasi-

equilibrium state, the dielectric loss factor can be 

determined from (10). This eliminates one of the major 
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disadvantages of the quasi-balanced circuits, namely, the 

ability to measure only one component of the impedance. 

Calculation of the dielectric loss factor according to (10) 

can be charged with large errors. For this reason, the ANN 

technique has been used. Results of conducted researches 

indicate that a relatively simple feed-forward neural network 

with 12 neurons in the hidden layer approximates (10) 

sufficiently well. Approximation errors are in the range 

0.5·10
-5

. A situation in which the ANN input data have 

errors resulting from the quantization process was also 

modeled. Such a case is often encountered in practice, 

because the measurement results have mostly digital form, 

so they are processed by the A/D converter.  

The results, which are illustrated in Fig.6. and Fig.7., 

allow formulating the following conclusions. Namely, the 

errors of tan δX neural determination are smallest for the 

parameter A/A0 equal to approximately 0.5. They also 

decrease when values of tan δX decrease. The histograms of 

errors presented in Fig.7. also show that the distribution of 

error probability density function has a shape similar to a 

Gaussian distribution with variance, the value of which 

increases with increasing tan δX. In situations where ANN 

input data A/A0 and ΦWA are burdened with significant errors 

arising from the low-resolution measurement chain, 

histogram of tan δX errors (e.g., for tan δX > 0.04) takes the 

form of uniform distribution. This means that in this case the 

inaccuracy of tan δX neural determination is dominated by 

the errors resulting from the quantization process of A/A0 

and ΦWA. In conclusion, the use of ANN to determine tan δX 

can be useful in practice, when the data needed to calculate 

it are burdened with errors. 
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