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To decrease the influence of outlier on the measurement of tooth profiles, this paper proposes a method of outlier detection and 
correction based on the grey system theory. After studying the characteristics of outliers from the deviations of tooth profiles, this 
paper proposes a preprocessing method for the modeling data which include abnormal value, and establishes an outlier detection 
and correction model for the deviations of tooth profiles. Simulation results show that the precision of ONDGM(1,1)(one order and 
one variable non-homogenous discrete grey model whose outlier is processed by the preprocessing method proposed in this paper) 
is higher than that of  NDGM(1,1)(one order and one variable non-homogenous discrete grey model), and the ONDGM(1,1) is 
more suitable than the NDGM(1,1) for dealing with the outliers from the deviations of tooth profiles. The experiment results show 
that the outlier detection and correction model detects and corrects the outliers from the deviations of tooth profiles, and the 
correction value of the outlier is basically in accordance with the actual deviation. Therefore, the method of outlier detection and 
correction decreases the influence of outlier and improves the precision in the measurement of tooth profiles. 
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1.  INTRODUCTION 

EARS ARE widely used in mechanical manufacturing, 
and the quality of tooth profiles affects gear vibration 
and noise [1-2]. The measurement of tooth profiles is a 

difficult measurement item, and now tooth profiles are 
usually measured by gear measuring center [3-5]. Gear 
measuring center is a kind of efficient precision measuring 
instrument, but outliers easily cause sudden measurement 
environment changes in the measurement of tooth profiles, 
such as the effect of mechanical vibration on the measuring 
head and the impact of the sharp current on the data 
acquisition card [6-8]. The outliers lead to the abnormal data 
and decrease the measurement precision of tooth profiles, so 
the  outliers must be removed as soon as they are detected 
[9-11]. 

Processing of outlier from tooth profile can be regarded as 
a kind of filter. Kalman filter, particle filter, adaptive filter 
and wiener filter are widely used in the measurement signal 
of tooth profile. Models of these filters are very complex 
and their calculation is very large. Models of these filters 
need large modeling data, and some of them require that 
modeling data conform to the Gaussian distribution or other 
known distribution. However, the deviations of tooth 
profiles do not conform to the known distribution and 
sometimes there is only little modeling data. The methods 
for detecting and correcting outliers mainly include 3α 
criterion, Chauvenet criterion, Grubbs criterion, Dixon 
criterion, and etc. [12]. These methods require that the 
deviations conform to the Gaussian distribution or other 
known distribution, but the deviations of tooth profiles do 
not conform to the  known distribution.  Recently, more and  

 
 

more researchers have been focusing on the method of 
outlier detection and correction based on the grey system  
theory, because this method does not require the data to 
conform to the known distribution [13-15]. Meng proposes 
an outlier detection method based on the GM(1,1) model to 
detect the abnormal data during dynamic measurement of 
discontinuous surfaces [16]. Shi improves the GM(1,1) 
model (one order and one variable grey model) and utilizes 
it in the detection of the gross error for hob edge [17]. Wang 
proposes an outlier detection method based on the grey 
system theory for the outlier of the measurement of the work 
piece [18]. Wang develops an outlier processing based on 
the grey system theory for non-diffracting beam 
triangulation measurement system [12]. The previous 
methods can detect the outlier, however, the modeling data 
of the previous methods is the original sequence which 
includes outliers. The outliers of the original sequence 
produce the abnormal data in the predictive sequence, 
resulting in the fact that the outlier cannot be corrected by 
the abnormal predictive value. This is in agreement with the 
conclusions of Ke [19], but Ke does not carry out further 
studies on how to preprocess the original data. 

To address the problem, this paper proposes a 
preprocessing method for the abnormal modeling data 
according to the characteristics of the outliers from the tooth 
profiles and the features of NDGM(1,1) (one order and one 
variable non-homogenous discrete grey model) and 
establishes a model for outlier detection and correction. The 
experiment results show that the model detects and corrects 
the outliers of the deviations of tooth profiles, and improves 
the precision in the measurement of tooth profiles. 
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2.  MATHEMATICAL MODEL FOR OUTLIER DETECTION  
AND CORRECTION 

2.1.  Characteristics of the outliers from tooth profiles 
Fig.1. is a typical deviation curve of tooth profiles 

containing the outliers in the deviations. To display the 
deviation clearly, the deviations are enlarged 1000 times. As 
shown in Fig.1., the characteristics of the deviation curve of 
tooth profiles are as follows. 
1). Irregularity. The deviations of tooth profiles do not 
conform to the known distribution. 
2). Isolated point. No continuous outliers exist in the 
deviation curve of tooth profiles, which is basically in 
accordance with the conclusion made by Lou and Wang 
[20]. 

The grey system theory is proper for detecting and 
correcting outliers, because the deviations of tooth profiles 
do not conform to the known distribution and the grey 
system theory does not require the data to conform to any 
known distribution. However, the precision of the correct 
value is affected by the outlier of the deviations of tooth 
profiles if the original deviations of tooth profiles are 
directly used to establish the outlier detection and correction 
model. Therefore, the original deviation sequence including 
the outlier should be preprocessed. Since the outlier from 
the deviations of tooth profiles is an isolated point, the 
preprocessing method for the deviations of tooth profiles, 
which includes the isolated outlier, is introduced. 

 

 
 

Fig.1.  Deviation curve of tooth profiles with outlier 
 
2.2.  The preprocessing method for the original deviations of 
tooth profiles 
2.2.1.  The preprocessing method 

X(0)={ x(0)(1), x(0)(2),…, x*(0)(m),…, x*(0)(k) ,…, x(0)(n-1), 
x(0)(n)} is the original deviation sequence with outlier, and 

x*(0)(m) and x*(0)(k) are the outliers. The precision of 
discrete grey forecasting model is higher than that of the 
GM(1,1) model and the NDGM(1,1) model is more suitable 
to deal with the actual data than the DGM(1,1) model [20-
24]. Therefore, this paper focuses only on the preprocessing 
method for the modeling data of the NDGM(1,1) model. 

Definition 1. Assume that sequence X(0)={ x(0)(1), 
x(0)(2),…,x*(0)(m),…, x*(0)(k) ,…, x(0)(n-1), x(0)(n)} is the 
original sequence, and sequence 

)}1(ˆ),(ˆ),...,2(ˆ),1(ˆ{ˆ )0()0()0()0()0( −= nxnxxxX  is the 
predictive sequence achieved by the NDGM(1,1) model, 
then the equation 
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is called the adjacent variance ratio of the NDGM(1,1) 
model. 

Theorem 1. The adjacent variance ratio of the NDGM(1,1) 
model is a constant, and (0)
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According to (3), the following is obtained.  
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)(ˆ )0( kx is expressed as (5). 
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According to (6) and (7), the following is obtained. 
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According to Theorem 1, the adjacent variance ratio of the 

NDGM(1,1) model is 1β . The original data sequence is 
suitable to be dealt with by the NDGM(1,1) model, so the 
adjacent variance ratio is in the range 
of ),( 1111 ββββ Δ+Δ− , where 1βΔ  is a minor value. 
Therefore, we can detect the outlier of the original data 
sequence by detecting the outlier of the adjacent variance 
ratio of the original data sequence.  

The outlier of the adjacent variance ratio of the original 
data sequence is preliminarily detected using the method of 
Wang [16]. The measurement system is considered as a grey 
system and the deviations of tooth profiles are grey numbers, 
so the adjacent variance ratios of the deviations are also grey 
numbers. (0)γ̂  is sorted in ascending order, and the new 

ascending sequence is named as (0)ξ . (1)ξ can be attained 
by (9). 
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(1) ( )kξ (line 1) should be in the particular area between 

line 3 and the 2-segment line 2, as shown in Fig.2. The 
upper side of the grey area is determined based on the 
reference line (line 3). Line 3 is expressed as (10). 
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where, k=1,2,3,…,n ,and ξ  is the arithmetic mean of the 
adjacent variance ratios of the deviations. 

The lower side of the grey area is determined based on the 
2-segment line (line 2). Line 2 is expressed as (11). 
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where, h is taken as 3.75 and p is expressed as (12) [18]. 
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Fig.2.  Accumulation data curve of the deviations of  
tooth profiles. 

 
 

(1) ( )kξ  is in the grey area if (1) ( )kξ meets (13),  so 
(1) ( )kξ  is not the outlier. Otherwise, (1) ( )kξ  is outside of 

the grey area, so it is the outlier. 
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According to (1), x*(0)(m) is the abnormal value if 
(1) ( )mξ ，

(1) ( 1)mξ + , (1) ( 2)mξ +  are abnormal. The 
outlier of the original data sequence is preliminarily detected 
by the preceding method, and the preliminary outlier is 
corrected by (14) based on the definition of the adjacent 
variance ratio. 
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where, c is the average of the adjacent variance ratio of the 
original data sequence which does not include the outliers. 
 
2.2.2.  Simulation 

To prove the feasibility of the proposed preprocessing 
method in the modeling data, a simulation is carried out. 
The modeling data X(0)={ 3.0430, 3.0145, 3.2297, 3.3106, 
3.5751, 2.1, 3.8370, 3.9965, 4.2424, 4.3983, 4.7465, 4.9828, 
5.3216, 5.5951} is achieved by (15). 
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)(2)( 1.0)0( krandekx k ++=                   (15) 
 
where, )(krand  is a grey number, 

[ 0 04 0 04]rand( k ) . , .⊗ ⊂ −  and x(0)(6) is the artificially 
introduced outlier. The NDGM(1,1) model whose modeling 
data is processed by the preprocessing method proposed in 
this paper is noted as the ONDGM(1,1) model. Fig.3. and 
Fig.4. show the simulations of the NDGM(1,1) model and 
the ONDGM(1,1) model. 
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Fig.3.  Comparison of prediction performance 
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Fig.4.  Comparison of prediction data error 
 

As shown in Fig.3., the values from the NDGM(1,1) 
model become smaller than the original data for the outlier 
x(0)(6), while the values from the ONDGM(1,1) model are 
not affected by the outliers. As shown in Fig.4., any relative 
residual error of the NDGM(1,1) model is larger than that of 
the ONDGM(1,1) model. The relative residual errors of the 
NDGM(1,1) model are almost positive, while the relative 
residual errors of the ONDGM(1,1) model are symmetrical 
to the center zero, which is in accordance with the actual 

distribution of data. The relative errors of 
x(0)(2),x(0)(3),x(0)(4) and x(0)(5) from the NDGM(1,1) model 
become larger  for the outlier x(0)(6) compared to those from 
the ONDGM(1,1) model. The maximum relative residual 
error of the NDGM(1,1) model is 7.9%, while the maximum 
relative residual error of the ONDGM(1,1) model is 2.7%. 
 
2.3.  The model of outlier detection and correction 

The deviation of any point at the tooth profiles 
is )()0( kx and the prediction value of it is )(ˆ )0( kx , so the 

residual error )()0( ke  is expressed as (16). 
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The standard deviation is expressed as (17). 
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If any value )()0( kx  meets (18), the value at this point is 
called outlier, and then the outlier is corrected by (19). 
 

Ske κ>)()0(                              (18) 

 
)(ˆ)( )0()0( kxkx =                           (19) 

 
where κ  is the recognition coefficient related to the 
addendum circle diameter and the quality of tooth profiles. 
κ  can be obtained by experience, and it is determined to be 
2.7 in the outlier detection and correction of the deviations 
of tooth profiles [17]. The automatic detection of outlier is 
achieved according to (18), and the outliers are corrected 
according to (19). 

 
3.  EXPERIMENT 

Fig.5. shows the measurement equipment. L45-type CNC 
gear measuring center jointly developed by our institute and 
Harbin Measuring & Cutting Tool Group Co., Ltd is used in 
the experiment and the work piece to be measured is an 
involute master of gear. Parameters of the involute master 
are as follows: 

rb (radius of the base circle) is 59.975mm; 

αF  (total profile deviation) is-1.3μm;  

αf
f  (profile form deviation) is -1.3μm;  

αHf±  (profile slope deviation) is -0.5μm. 

The involute master of gear is clamped on the platform of 
the gear measuring center. The involute master is measured 
for many times in the same measurement condition until the 
deviation curve with sharp pulse is found. Fig.6. shows the 
deviation curves with the outlier. 
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Fig.5.  Experimental equipment 

 
Fig.6.  Deviation curves of tooth profiles with outlier 

 
4.  RESULTS AND DISCUSSION 

Fig.6. shows four deviation curves. The deviation distance 
from the vertical line in every curve stands for the deviation 
of tooth profiles. The axis of ordinates stands for expansion 
length, and the unit is 1 mm. The axis of abscissas stands for 
tooth profiles deviation, and the unit of profile deviation is 1 
μm. The deviation curves of tooth profiles are straight lines 
if there are no deviations in the profiles. To display the 
deviation clearly, the deviations are enlarged 1000 times in 
Fig.6. Compared with the other curves, a sharp pulse 
appears at the position where expansion length is about 14.2 
mm in the fourth curve. The deviation curve should be 
continuous in a way. Therefore, the sharp pulse in the fourth 
curve is an outlier. The ONDGM(1,1) model and the 
NDGM(1,1) model are utilized to achieve predictive data of 
the deviations. Then the model for outlier detection and 
correction is established with the predictive data. The model 
of outlier detection and correction, whose modeling data 
achieved by the NDGM(1,1) model is denoted as the DC-

NDGM model, and the model for outlier detection and 
correction, whose modeling data achieved by the 
ONDGM(1,1) model is denoted as the DC-ONDGM model. 

Fig.7(a). shows the deviation curves of tooth profiles 
processed by the DC-NDGM model, and Fig.7(b). shows the 
deviation curves of tooth profiles processed by the DC-
ONDGM model. The detection and correction results near 
the outliers are shown in Table 1. The value of the outlier in 
Fig.7(a). is smaller than that in Fig.6., indicating that the 
DC-NDGM model can detect the outlier of tooth profiles, 
but the value of the outlier in Fig.7(a). is still larger than the 
actual deviation. The actual deviation of any point of the 
tooth profile is the average value of 30 times measurement 
results. The outlier disappears in Fig.7(b). compared to that 
in Fig.6., and the correction value approximates to the actual 
deviation compared to the other curves. According to Table 
1, the maximum error attained by DC-ONDGM model is 0.1 
μm whereas the maximum error attained by the DC-NDGM 
model is 1.6 μm. The correction value of the outlier attained 
by the DC-ONDGM model is -0.8 μm, which approximates 
to the actual deviation -0.9 μm. The correction value of 
outlier attained by the DC-NDGM model is -2.5 μm, which 
is different from the actual deviation. The DC-NDGM 
values near the outlier become abnormal in Table 1. and 
Fig.7(a)., because the predictive value is affected by the 
outlier of the original data sequence. 

 
Table 1.  Results of  DC-NDGM and  DC-ONDGM  

near the outlier( μm) 
 

Measurement 
value 

DC- 
ONDGM 

Actual 
deviation 

DC-
NDGM 

-0.8 -0.8 -0.8 -0.9 
-0.9 -0.9 -0.9 -1.4 
-4.4 -0.9 -0.8 -2.8 
-1.1 -0.7 -0.7 -1.7 
-0.8 -0.8 -0.8 -0.7 

 
The tooth profile is evaluated according to the four 

deviation curves. Table 2. lists the evaluation results of 
original deviations of tooth profiles, evaluation results 
processed by the DC-ONDGM model and evaluation results 
processed by  the  DC-NDGM  model.  As indicated in 
Table 2., the original evaluation results deviate from the 
actual deviation. The actual evaluation value of αF is -1.3 
μm, but the original evaluation value is -4.4 μm. The actual 
evaluation value of

αf
f is -1.3 μm, but the original 

evaluation value is -3.6 μm. The actual evaluation value 
of αHf± is -0.5 μm, but the original evaluation value is -1.8 
μm. This leads to the wrong grade accuracy of tooth 
profiles. The evaluation result processed by the DC-NDGM 
model is near to the actual deviation. For example, 

αF decreases from -4.4 μm to -2.8 μm, but it has a deviation 
from the actual result and still causes the wrong grade 
accuracy of tooth profiles. The evaluation value processed 
by the DC-ONDGM model approximates to the actual 
deviation, and it does not affect the evaluation of grade 
accuracy. 
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(a).  deviation curve processed by DC-NDGM model 
 

 
 

(b).  deviation curve processed by DC-ONDGM model 
 

Fig.7.  Deviation curves after the outlier processing 
 

Table 2.  Evaluation results ( μm) 
 

 αF  
αf

f  αHf±  
original evaluation 

 -4.4 -3.6 -1.8 

evaluation processed by DC-
NDGM -2.8 -2.4 -1.5 

evaluation processed by DC-
ONDGM -1.3 -1.3 -0.5 

actual evaluation 
 -1.3 -1.3 -0.5 

Overall, results from the analysis suggest that the DC-
ONDGM model can automatically detect and correct the 
outliers of the deviations obtained from tooth profiles, so it 
can improve the measurement precision of the tooth profiles. 
The effect of the DC-ONDGM model is superior to that of 
the DC-NDGM model. 

 
5.  CONCLUSIONS 

This paper proposes a preprocessing method for the 
original deviations of tooth profiles according to the 
characteristics of the outliers from the tooth profiles and the 
features of the NDGM(1,1) model, and establishes a model 
of outlier detection and correction for the deviations of tooth 
profiles. The conclusions are as follows. 
1). The adjacent variance ratio is a constant and a 
preprocessing method for the original deviations based on 
invariant adjacent variance ratio is proposed. The results 
show that the precision of NDGM(1,1) is decreased for the 
outliers, and the precision of the ONDGM(1,1) model is 
enhanced by the preprocessing method of the modeling data 
when the modeling data is abnormal. 
2). The DC-ONDGM model automatically detects and 
corrects the outliers of the deviations obtained from tooth 
profiles, so it improves the measurement precision of the 
tooth profiles. The effect of DC-ONDGM model is superior 
to that of the DC-NDGM model. 
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