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Abstract
The issue of defining functional regions in the Czech Republic is presented in this paper, which contributes 

to both theoretical discussions (e.g. the modifiable areal unit problem) and practical applications (e.g. spatial 
administration, regional planning). A multistage agglomerative approach to functional regional taxonomy is 
applied, which has been used in Czech geographical research for the first time only recently. The regionalisation 
algorithm provided four optional solutions for this issue, based on the analysis of daily travel-to-work flows 
from the 2001 census. The resulting regions correspond to the micro-regional level and two additional tiers were 
identified at this level. The basic statistics for all variants are presented.

Shrnutí

Vícestupňový aglomerační přístup k vymezení funkčních regionů České republiky: 
využití údajů o dojížďce z roku 2001

Článek se zabývá problémem vymezení funkčních regionů na území České republiky a přispívá jak k teoretické 
diskusi (např. problém modifikovatelné územní jednotky) tak k praktickým aplikacím (např. prostorová správa, 
regionální plánování). Je aplikován vícestupňový aglomerační přístup k funkční regionální taxonomii, jenž byl 
v české geografii použit poprvé zcela nedávno. Regionalizační algoritmus poskytl čtyři variantní řešení založené 
na analýze denních toků do zaměstnání z censu z roku  2001. Výsledné regiony odpovídají mikroregionální 
úrovni a v rámci této úrovně byly identifikovány další dva stupně. Ke všem variantám jsou rovněž uvedeny 
základní statistiky.

Key words: functional region, daily urban system, local labour market area, regional taxonomy, multistage 
agglomerative method, labour commuting, Czech Republic

1. Introduction
The recognition of functional regions has a wide potential 

for development of both geographical theory and practice. 
One primary and underlying consideration rests in a belief 
that administrative or political divisions of territories often 
tend to ignore basic functional geographical logic, asking for 
some kind of organisational unity and functional similarity of 
a region, expressed for instance by labour commuting flows. 
As Baumann et al. (1996), Cörvers et al. (2009) and Mitchell 
and Watts (2010) point out, delineation of functional regions 
is a part of the modifiable areal unit problem – MAUP (as 
addressed for example by Openshaw, 1984, or Unwin, 1996). 
MAUP is an inseparable part of almost any spatial analysis 
in cases when arbitrary and modifiable objects (spatial units) 
are grouped into larger areas. There is the question of the 
aggregation or zoning problem (i.e. which way of aggregation 
is used in order to amalgamate functional regions out of 
basic spatial units), and the question of the scale problem 
(i.e. how many functional regions there should be).

Theoretical considerations are closely related to a practical 
point of view. Administrative or political divisions do not 
reflect the rapid changes in geographical reality; thus, 
they can manifest a considerable degree of inefficiency. 
Correctly-defined functional regions (i.e. those based on 
informed choice) can serve better as a geographical tool for 
normative use (a virtue acknowledged by Haggett,  1965, 
and by Dziewoński,  1967) than administrative regions. 

Correctly-defined functional regions can contribute not 
only to statistical and regional geography, but also to spatial 
planning, regional economics, or administration (most 
recently acknowledged by Coombes,  2010; Casado-Díaz, 
Coombes,  2011; and Farmer, Fotheringham,  2011). Based 
on travel-to-work flows, functional regions can be used 
for the assessment of regional disparities, labour market 
policy, allocation of investments, planning of transport 
infrastructure, etc. – actually everywhere where there 
is a need for some kind of spatial units with an internal 
geographical logic, in order to reduce possible spatial bias 
caused for instance by political decisions or by the modifiable 
areal unit problem.

This paper contributes to the issue of the definition of the 
regional system of the Czech Republic by the application of 
a sophisticated regionalisation algorithm using daily travel-
to-work flow data. Thus, it touches upon both aspects briefly 
presented above. This report has the following objectives: 
first, it attempts to produce four variants of the regional 
system of the Czech Republic, based on the size of regions 
and on a predominant principle for their delineation (i.e. 
self-containment – see below); and, second, to provide basic 
information on the regions and their spatial differentiation 
for each variant, using the same dataset as for their 
delineation. The variants can serve several purposes – 
such as a framework for spatial analyses of various human 
geographical phenomena, or as a correction for the existing 
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administrative divisions. A third objective is to apply an 
acknowledged method for defining functional regions, which 
was applied in Czech geographical research for the first time 
only recently (see Klapka et al.,  2013b and Tonev,  2013), 
and presents several methodological refinements. Thus, it 
contributes to a wider discussion on the behaviour of applied 
regionalisation methods under different geographical 
conditions. As an outcome fourth aim, this paper offers an 
alternative to the existing regional divisions of the Czech 
Republic based on the same dataset. As these objectives are 
defined, it should be admitted that the paper concentrates 
intentionally on the presentation of results, rather than on 
the procedure itself although it will be detailed sufficiently.

The paper is organised as follows. The following section 
addresses the issue of a functional region and approaches 
used for its delineation. It also briefly comments upon recent 
developments in the Czech Republic in this field of research. 
The subsequent section describes methodological procedure 
to a necessary and sufficient extent. The next section 
presents results for all four variants of the Czech regional 
system. The concluding section discusses findings of the 
paper and highlights its contributions.

2. Functional regions
The concept of functional regions was introduced into 

human geography by Philbrick  (1957); Nystuen and 
Dacey  (1961); Haggett  (1965); Dziewoński  (1967); and 
Berry (1968). A functional region (Klapka et al., 2013a) is 
conceived as a general concept that has to prove only the 
condition of self-containment, which is considered its crucial 
defining and identifying characteristic. Its inner structure, 
inner spatial flows and interactions, need not necessarily 
show any regular patterns – on the contrary, they can be 
random in some cases. Nodal regions, functional urban 
regions, daily urban systems, local labour market areas 
or  travel-to-work areas, are considered special instances 
of a general functional region, that need to meet some 
specific conditions regarding the character of the region-
organising interaction, the presence of urban cores, etc. 
(for more information, including the schemes, see Klapka 
et al., 2013a). Functional regions are usually understood to 
be the areas organised by the horizontal functional relations 
(flows, interactions) that are maximised within a region and 
minimised across its boundaries, so that the principles of 
internal cohesiveness and external separation regarding 
spatial interactions are met (for example, see Smart, 1974; 
Karlsson, Olsson,  2006; Farmer, Fotheringham,  2011; 
Klapka et al., 2013a).

Travel-to-work flows, particularly those on a daily basis, 
are the interactions that are commonly used in order 
to delineate functional regions (e.g. Goodmanm,  1970; 
Smart,  1974; Coombes et al.,  1979; Ball,  1980). Labour 
commuting is the most frequent and stable regular movement 
of the population with a daily periodicity, and the changes in 
employment patterns remain modest in scale, so the use of 
these flows remains relevant. Functional regions based on 
the daily travel-to-work flows are referred to as local labour 
market areas (LLMA) or travel-to-work areas (TTWA). 
Both concepts are virtually identical (Klapka et al., 2013a) 
and were introduced into geography during the 1970s 
and early  1980s (Goodman,  1970; Smart,  1974; Coombes 

et al., 1979; Ball, 1980; Coombes, Openshaw, 1982). In the 
case that the region-organising interactions (i.e. travel-to-
work flows) are oriented at an urban core, the functional 
regions can be denoted as daily urban systems (DUS). Daily 
urban systems were discussed, for instance, by Berry (1973), 
Hall (1974), and Coombes et al. (1978).

Functional regions are identified by a set of approaches, 
procedures and methods that are subsumed under the 
concept of functional regional taxonomy (see, for instance, 
the pioneering works by Spence, Taylor,  1970; Masser, 
Brown,  1975). According to Coombes  (2000), regional 
taxonomy is the part of spatial analysis that attempts to 
set boundaries for clusters of interrelated spatial zones and 
to distinguish them from other clusters using the analysis 
of travel-to-work flows. Laan and Schalke  (2001) propose 
that there is no sole correct method for the delineation of 
functional regions and that different analyses of the same 
data can provide considerably different results.1

Based on the literature, methods of defining functional 
regions can generally be sorted into two groups: clustering 
methods and multistage methods (also rule-based 
methods). For each group further distinct cases can be 
identified. Functional regions can be defined by divisive 
or agglomerative approaches, then by hierarchical or 
non-hierarchical procedures, and finally by numerical or 
graph theory procedures. This classification of approaches 
to regional taxonomy is only one of several possibilities. 
Alternatives are provided for instance by Coombes  (2000), 
Laan, Schalke  (2001), Casado-Díaz and Coombes  (2011) or 
Farmer, Fotheringham (2011).

From all possible combinations, the literature tends to 
favour three approaches to functional regional taxonomy: 
clustering methods, using either (i) numerical or (ii) graph 
theory procedures, and (iii) multistage procedures. A 
review of these methods of functional regional taxonomy 
is presented by Casado-Díaz and Coombes  (2011). The 
clustering methods based on numerical taxonomy were 
used by Brown and Holmes  (1971), Smart  (1974), Masser 
and Brown  (1975), Masser and Scheurwater  (1978, 1980), 
and Baumann et al.  (1983). They mostly used the general 
principles of cluster analysis. Clustering methods based on 
graph theory approaches were proposed by Nystuen and 
Dacey  (1961), Slater  (1976), Holmes and Haggett  (1977), 
and recently addressed by Karlsson and Olsson (2006).

These clustering methods were criticised for being too 
heuristic (Ball, 1980; Coombes, Openshaw, 1982), although 
some of their principles appear again in the latest variant 
of the measures produced at the Centre for Urban and 
Regional Development Studies (CURDS), in Newcastle, U.K. 
(Coombes, Bond,  2008; Coombes,  2010), as a result of the 
simplification of the regionalisation algorithm. On the other 
hand, the clustering methods were favoured against the rule-
based methods relatively recently by Cörvers et al.  (2009), 
Krygsman et al. (2009), Drobne et al. (2010), and by Mitchell 
and Watts (2010). Landré and H�kansson (2013) compared 
the results of both approaches for the territory of Sweden.

The third, multistage or rule-based approach, which is 
used in this paper, was proposed by the research group at 
CURDS (Coombes et al.,  1982;  1986; Coombes, Bond,  2008; 
Coombes, 2010), and became probably the most successful and 
acknowledged approach to the functional regional taxonomy 

1 This is acknowledged by this paper as well: therefore its proposals are presented as alternatives to the existing regional divisions, 
and it was corroborated using the case of the Czech Republic earlier by Klapka et al. (2013b).
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of several territories. Apart from the above-mentioned works 
that concerned the U.K., this approach was applied in Italy 
(Sforzi [ed.], 1997), Slovakia (Bezák, 2000; Halás et al., 2014), 
Spain (Casado-Díaz, 2000; Flórez- Revuelta et al., 2008), New 
Zealand (Papps, Newell, 2002; Newell, Perry, 2005), Belgium 
(Persyn, Torfs,  2011), Poland (Gruchociak,  2012), and in 
the Czech Republic (Klapka et al.,  2013b; Tonev, 2013). The 
principle used in these methods lies in the definition of a set 
of rules that are applied in several stages and determine the 
results of the analyses. The rules are often used iteratively in 
order to reach or approximate an optimal solution, i.e. to define 
as many regional classes as possible according to the rules.

As for the situation in the Czech Republic and using 
the  2001  census commuting data, the clustering methods 
using graph theory approaches have been predominantly 
applied to date. For example, the Czech Statistical Office 
(ČSÚ, 2004), Hampl (2005) and Sýkora and Mulíček (2009), 
identified potential regional cores using their size and 
function, and then assigned remaining spatial zones 
to the cores based on the so-called first flow. Halás et 
al.  (2010) applied similar methods that differed in the 
choice of potential cores. In all cases, the results had to be 
refined manually in order to secure the contiguity and the 
size of resulting regions. Multistage methods have been 
applied in the Czech Republic by Klapka et al. (2013b) and 
Tonev (2013), though only as a testing of the second variant 
of the CURDS algorithm in the former case, and as a tool for 
the assessment of the development of commuting patterns 
in the latter case. This paper presents the results of the first 
deliberate attempt to define functional regions of the Czech 
Republic using the multistage agglomerative approach.

All the above-mentioned methods, regardless of type and 
class, use various interaction measures to express the relation 
between spatial zones based on the travel-to-work flows, and 
to define functional regions based on travel-to-work flows. 
The interaction measures are discussed by Casado-Izquierdo 
and Propín-Frejomil  (2008). In this paper, two interaction 
measures are applied ([1] and [2], below). The first one was 
proposed but not used by Smart (1974), and until the present 
remains the most-used measure as it is the mathematically 
most correct way of relativisation and symmetrisation of 
statistical interaction data. It was used also by the second and 
third variant of the CURDS algorithm (Coombes et al., 1986; 
Coombes, Bond, 2008); its notation is as follows:

Smart’s measure				                       [1],

where Tij denotes the flow from spatial zone i to spatial 
zone j, and Tji from j to i,	   denotes all outgoing flows 
from i,	   denotes all ingoing flows to j,     denotes all 
outgoing flows from j, and finally 	 denotes all ingoing 
flows to i. 

The second interaction measure was proposed by Coombes 
et al. (1982) in the first variant of the CURDS algorithm and 
its notation is as follows:

CURDS measure					     [2]

This expression will be referred to in this paper as the 
CURDS measure. The notation for both measures [1] and 
[2] is consistent. 

Preliminary analyses of the interaction data and 
experimentation with the algorithm showed differences in 
the behaviour of the two interaction measures. Generally, 
Smart’s measure tends to mitigate the regional influence 
of large centres and emphasises the regional influence of 
smaller centres. This measure slightly equalises the size of 
resulting regions and allows the formation of smaller regions 
in the hinterlands of large centres, which conforms to the 
principle of spatial equity (see Bezák, 1997 or Michniak, 2003) 
favouring the equal accessibility of the most distant parts of 
regions to their regional centres. 

Coombes  (2010) also claims that it conforms best to the 
rule that any procedure should identify as many regions as 
possible. On the contrary, the CURDS measure emphasises 
the influence of large centres at the expense of the centres 
in their hinterlands, which frequently are not able to 
form their own region. As a result, the principle of spatial 
efficiency (Bezák,  1997; Michniak,  2003) is acknowledged 
favouring the conformity between regional boundaries and 
intra-regional interactions, in fact the self-containment of a 
region, when the inter-regional interactions are minimised.

3. Procedure
The adjusted and simplified second variant of the CURDS 

algorithm (Coombes et al.,  1986) is applied in this paper. 
It is a multistage, agglomerative, non-hierarchical and 
numerical procedure of functional regional taxonomy. This 
version of the second variant of the algorithm is favoured 
over the more recent one for several purposes. First, it allows 
some international comparability of the procedure and the 
results. Second, it might be found useful to identify a set 
of potential regional cores, a possibility that the newest 
variant does not provide. Knowing the cores is important 
for further analyses of the inner structure of the resulting 
regions. Third, parameters for the second variant can be 
set so that the variant actually behaves in the same way as 
the newest variant. The procedure is described in detail by 
Coombes et al. (1986: 948–952). Alterations in the value of 
the parameters and simplifications that were made in this 
paper are described in the following paragraphs.

The algorithm uses the commuting data, i.e. the 
daily travel-to-work flows of employed persons, from 
the 2001 census. The data are stored in the square matrix 
having  6,258 rows and columns, which is the number of 
municipalities (basic spatial zones) as of the  2001  census. 
The matrix is sparse (with a great portion of zero flows) and 
features inner flows along its diagonal. The original data had 
to be refined in some cases when there were errors caused 
by incorrect encoding and interpretation (this problem is 
discussed in detail by Tonev, 2013).

The algorithm is divided into three stages, which include 
four steps and several operations (see below):

a.	 identification of proto-regions:

1) identification of potential cores; and

2) identification of multiple cores by critical values of the 
interaction measure;

b.	 assignment of remaining spatial zones:

3) assignment of spatial zones to the proto-regions by 
interaction measure maximisation; and

c.	 assessment of the validity of the solution:

4) application of the constraint function and iterative 
dissolution of regions that do not meet the criteria set by the 
constraint function.
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A basic spatial zone has to meet two conditions in order to 
qualify as a potential regional core, i.e. a job ratio function:

[3]

and supply-side (or residence-based) self-containment:

[4]

In the case that the potential core j does not meet the 
condition of a sufficient self-containment, i.e.

[5]

potential groupings of the cores j are identified on the 
basis of mutual relations between them and the value of 
the interaction measure. The criterion of the value for the 
interaction measure was altered in comparison with the 
original algorithm to  0.01  in the case of Smart’s measure, 
and to 0.2 in the case of the CURDS measure. Both values 
were estimated on the basis of extensive experimentation 
and reflect the character of the Czech settlement system. 
The resulting set of cores and multiple cores is considered as 
a set of the proto-regions.

In the next step, the remaining basic spatial zones i are 
sorted in descending order by the number of employed 
persons and assigned to the proto-region that is most strongly 
linked to each of them, according to the interaction measure. 
Once a basic spatial zone i is assigned to a proto-region j, all 
incident flows have to be recalculated and a new interaction 
matrix is formed. This step is repeated until there is no basic 
spatial zone i left.

The next step applies the constraint function that sets a 
minimum size and self-containment criteria for the resulting 
regions. The regions are sorted in descending order by the 

value of constraint function, and the lowest-ranked region 
that does not meet the condition of the constraint function is 
dissolved, its constituent basic spatial zones being assigned 
to another region according to Step  3. This operation is 
iteratively repeated until all regions meet the condition of 
the constraint function.

As demonstrated in the above paragraphs, the role of 
the constraint function is crucial for the resulting regional 
pattern The constraint function controls two parameters of 
the resulting regions and the so-called trade-off between them. 
Basically, it means that smaller regions have to reach a higher 
level of self-containment, and larger regions are allowed to 
manifest a lower level of self-containment. The size of regions 
is given by the number of employed persons. The constraint 
function employed in this paper has the form of a continuous 
curve (Fig. 1), and its shape is determined by four parameters 
that can be easily set by the user: the upper and lower size 
limits and the upper and lower self-containment limits.

The constraint function still has one important implication 
for this paper. It is used to estimate the parameters for the size 
and the self-containment of the regions. The analyses were 
commenced by setting the lower limits of self-containment 
and size to β1 = 0.6 and β3 = 2,500 in order to acquire an 
initial regional pattern. As the experiments showed, these 
limits, together with β2 = 0.65 and β4 = 15,000 as the 
upper limits, were sufficient enough to identify virtually all 
possible and basic functional regions in the Czech Republic. 
Two initial regional patterns were gained, one based on the 
application of Smart’s measure, and the other based on the 
application of the CURDS measure.

The position of each region can be plotted on an x-y 
graph as a point according to the values of its size and self-
containment. The regions appear in the upper right sector 
of the graph from the curve of the constraint function (see 
Fig.  1). A graphical assessment of the results can help to 
identify the course and position of the constraint function 
on the graph. If there is a considerable gap in the field of 
points, this is the area of the discontinuity of size and self-
containment parameters, or more precisely, the trade-off 
of these parameters and the insertion of the constraint 
function into the gap is able to provide new estimates for 
the values of the four size and self-containment parameters.2  

Fig. 1: An example of the use for the constraint function. Source: authors´ elaboration

2 It should be noted that an infinite number of curves could in fact be inserted into the gap and that the presented solution is 
therefore not strictly objective.
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The principle of the estimate is documented in Fig. 1 that 
presents a case of gap identification in the initial situation 
based on the CURDS measure, the insertion of a new 
constraint function with new parameters, and the plotting 
of new results on the graph. This operation was repeated 
four times in the following manner:  (1) curve shift for the 
initial situation based on the CURDS measure (see Fig.  1 
again),  (2)  curve shift for Variant 1,  (3)  curve shift for the 
initial situation based on Smart’s measure, and  (4)  curve 
shift for Variant  3. This gradual identification of gaps in 
the respective point patterns produced four variants of the 
regional system of the Czech Republic (see the next section: 
where appropriate, they are denoted as “FRD” standing for 
functional regions based on daily interactions).

4. Results and discussion
This procedure has provided four variants of the Czech 

regional system at two tiers, determined by the number and 
size of the regions. These two tiers, however, still represent 
a micro-regional hierarchical level as far as population size, 
area and number of regions is concerned. Each tier comprises 
two variant solutions depending on the interaction measure 
employed in the algorithm, either the CURDS measure or 
Smart’s measure. Thus there is a regional system FRD 1A 
(the first tier, CURDS measure), a regional system FRD 1B 
(the first tier, Smart’s measure), a regional system FRD 2A 
(the second tier, CURDS measure), and a regional system 
FRD 2B (the second tier, Smart’s measure). Basic statistics for 
all four variants of the Czech regional system are presented 
in Table  1. Beta values for all four regional systems were 
estimated by the procedures with the constraint function 
mentioned above. The total self-containment of the regional 
system was calculated by using the formula:

[6]

Figures 2, 3, 4 and 5 provide spatial patterns for all four 
regional systems respectively and the levels of the self-
containment for the resulting regions. First, a note on the 
contiguity of regions should be made. The algorithm provides 
contiguous regions without the need for further adjustments 
with several insignificant exceptions. Only in one case is 
there a naturally (i.e. by the spatial pattern of interaction 
data) conditioned exclave: Jesenice, that belongs to the 
Rakovník region in the western part of central Bohemia. 
This discontinuity occurs in regional systems FRD  1A, 
FRD  1B and FRD  2A. Any remaining discontinuities that 
were identified are caused by the existence of geographically 
disjunct basic spatial units (municipalities) and as such were 
not taken into account.

The FRD  1A regional system consists of  160  regions 
(Fig. 2) and provides the most fragmented regional pattern 
out of all proposed variants. This can be particularly 
witnessed in the belt extending from northwest Bohemia 
to northwest Moravia, i.e. in the traditionally industrial 
half of present-day Czech Republic. The variations in size 
(total population, economically active population) and 
area are the greatest. As for the self-containment of the 
regions, the highest values are scored either for the regions 
of the largest centres (Prague, Brno, Pilsen), then for the 
border regions (Znojmo, Jeseník, Cheb, Aš), and finally for 
some regions in agglomerations or conurbations (Liberec, 
Jablonec nad Nisou, Ústí nad Labem, Děčín). Contrariwise, 
lower values of self-containment are scored for regions in 
the wider hinterland of the largest centres (e.g. Kralupy nad 

Attribute for regional system FRD 1A FRD 1B FRD 2A FRD 2B

β1 value 0.595 0.64 0.60 0.63

β2 value 0.65 0.72 0.70 0.75

β3 value 5,000 4,500 10,000 6,000

β4 value 21,000 10,000 50,000 70,000

Self-containment of regional system 0.900 0.901 0.917 0.915

Number of regions 160 149 104 98

Self-containment (mean) 0.766 0.781 0.816 0.828

Self-containment (median) 0.767 0.779 0.820 0.835

Self-containment (variation coefficient) 0.097 0.082 0.081 0.064

Economically active population (mean) 32,833.75 35,257.72 50,513.46 53,606.12

Economically active population (median) 16,528.50 20,046.00 30,865.50 37,351.00

Economically active population (variation coefficient) 2.112 1.895 1.722 1.450

Population (mean) 63,937.88 68,658.12 98,365.96 104,388.40

Population (median) 32,452.50 39,407.00 61,303.00   75,130.50

Population (variation coefficient) 2.037 1.821 1.659 1.391

Area km2 (mean) 493.22 529.62 758.79 805.24

Area km2 (median) 393.78 466.48 633.45 736.86

Area km2 (variation coefficient) 0.759 0.539 0.695 0.468

Tab. 1: Attributes for variants of the Czech regional system. Source: authors´ computation
Note: The value of the β1 parameter for FRD 1A (0.595) is lower than the value of the β1 parameter for the initial 
situation (0.6). It is caused by the operations related with the insertion of the constraint function curve, and it does 
not affect the results in any way since no region in the regional system FRD 1A has lower self-containment than 0.6. 
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Vltavou, Slaný, Kralovice, Moravský Krumlov, Hustopeče), 
for regions of smaller centres in conurbations (e.g. Litvínov, 
Bílina) or in the vicinity of meso-regional centres (e.g. Týn 
nad Vltavou, Přelouč, Šternberk), and for regions in areas 
with a relatively even distribution of similar smaller centres 
(typically eastern Bohemia and north western Moravia).

The FRD  1B regional system presents the same tier as 
FRD  1A and consists of  149  regions (Fig.  3). The regional 
pattern is more consolidated in the hinterlands of the 
largest centres and in agglomerations and conurbations. The 
spatial influence of the largest centres is mitigated as well. 
Fragmented patterns remain in eastern Bohemia and north-
western Moravia, however. The variations in size and area 
become smaller in comparison to the statistics for FRD 1A. 
The same holds true for the self-containment of the regions. 

It remains highest in the border regions (again Jeseník, Aš, 
Cheb, Znojmo, newly for instance in Trutnov, Domažlice, 
Klatovy), and it has become higher in some agglomerations 
and conurbations due to the consolidation of regional 
patterns (e.g. in the belt reaching from Most to Liberec in 
northern Bohemia). On the contrary, the self-containment 
was lowered for the regions of the largest centres (Prague, 
Brno, Pilsen) and remains low for regions in the wider 
hinterland of the largest centres (Ivančice, Hustopeče, 
Sázava, Kralovice, Horažďovice).

The FRD 2A regional system at the second tier consists 
of 104 regions (Fig. 4). Its most notable feature is that the 
spatial influence of the largest centres is very extensive 
(Prague, Brno, Pilsen). The lower number of regions provides 
a more consolidated regional pattern even for north-eastern 

Fig. 3: FRD 1B Regional system. Source: authors’ elaboration

Fig. 2: FRD 1A Regional system. Source: authors’ elaboration
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and eastern Bohemia in this solution. Variations in size 
are relatively high but the variation coefficient for area is 
higher than for FRD  1B. The highest values for the self-
containment of regions are reached in the regions of the 
largest centres (Prague, Brno, Pilsen), in the border regions 
(Jeseník, Znojmo, Cheb, Varnsdorf), in some agglomerations 
and conurbations (northern Bohemia), and for the first 
time in consolidated areas (the belt extending from Liberec 
to Rychnov nad Kněžnou, northwest Moravia, or the 
region of Pelhřimov). Lower values of self-containment are 
concentrated in the vicinity of the largest centres.

The FRD  2B regional system presents the same tier as 
FRD  2A and consists of  98  regions (Fig.  5). The regional 
pattern is most consolidated out of all four variants, as 
is shown by the variation coefficients for size and area. 

The pattern regarding self-containment values remained 
virtually the same as for FRD  2A, with minor differences 
in cases when the regional boundaries were reconfigured in 
comparison to FRD 2A (e.g. Jablonec nad Nisou and Semily).

Since the definition of regions is based on the daily-
travel-to-work flows, the same data can be used for further 
characteristics of the regions by calculations of three indexes. 
The first index is expressed by the formula:

[7]

and is called the job ratio. It is a ratio of jobs and employed 
persons. If the index value is higher than 1 it denotes that the 

Fig. 5: FRD 2B Regional system. Source: authors’ elaboration

Fig. 4: FRD 2A Regional system. Source: authors’ elaboration
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Fig. 6: Job ratio for variants of the regional system. Source: authors’ elaboration
Note: For identification of regions, see Figs. 2, 3, 4 and 5

region offers more jobs than is the number of its employed 
population. The results for all four variants of the regional 
system of the Czech Republic are shown in Fig.  6. The 
beige-red shades denote the in-commuting regions, basically 
organised around economic centres of the Czech Republic at 
both micro- and meso-regional levels. The blue shades denote 
the out-commuting regions that lack the job opportunities to 
various degrees. The influence of modifiable boundaries can be 
seen quite clearly, but the general pattern is easily identifiable.

The second index is expressed by the formula:

[8]

and it is a measure of the supply-side (or residence-based) 
self-containment expressing the proportion of employed 
persons working locally. The results for all four variants 
of the regional system of the Czech Republic are shown 
in Fig.  7. This index correlates significantly with the self-
containment of the regions as presented in Figures 2, 3, 4 
and 5, and regional patterns have the same underlying logic 
and interpretation as stated above.

The third index is expressed by the formula:

[9]

and it is a measure of the demand-side (or workplace-
based) self-containment expressing the proportion of jobs 
filled by the residents. The results for all four variants of the 
regional system of the Czech Republic are shown in Fig. 8. 
Darker shades denote regions where most jobs are filled by 
local residents. These are basically located along the state 

border or in the promontories of the state territory, then 
in the areas that are economically less developed and the 
settlement system has a lower number of micro-regional 
centres (generally the southern part of the Czech Republic), 
and also in the spatially large regions of important economic 
centres (especially in FRD 2A).

5. Conclusions
The application of advanced methods for functional 

regional taxonomy as presented in this paper warrants several 
conclusions. First, regional patterns provided by four runs of 
the regionalisation algorithm do not require any significant 
and extensive manual and often subjective refinements 
and amendments, in comparison to simpler regionalisation 
methods. The regions are contiguous and their self-
containment is ensured in order to qualify them as functional 
regions according to the definition stated in Section 2.

Second, the application of these methods is able to 
produce numerous viable and objectively unbiased solutions 
to the regionalisation problem, that reflect the purpose, 
objectives and demands for various research tasks. 
Moreover, only one dataset (daily travel-to-work flows) is 
used for all computations and under the defined rules for 
the regionalisation process. The only purely subjective input 
lies virtually in the estimation of beta parameters. Thus, 
the method shows a great degree of flexibility. For instance, 
the procedure used in this paper has provided four variants 
of the regional system of the Czech Republic at a micro-
regional level, and two tiers of regional patterns have been 
identified at this level, which means there is an option of 
choice inherent in the method and its results.

Third, two interaction measures have been used in the 
regionalisation algorithm (the CURDS measure and Smart’s 
measure) and they have provided variant solutions for each 
tier of the regional patterns. The solutions provided by the 
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application of the CURDS measure show a greater degree of 
variation within the regional system and “natural” spatial 
relationships are recognised, for instance in the extent of 
hinterlands of the largest centres (Praha, Brno, Plzeň), and 
the principle of spatial efficiency is favoured. These regional 
patterns can be preferably denoted as daily urban systems or 
functional urban regions (based on daily interactions).

Fig. 8: Demand-side self-containment for variants of the regional system. Source: authors’ elaboration
Note: For identification of regions, see Figs. 2, 3, 4 and 5

Fig. 7: Supply-side self-containment for variants of the regional system. Source: authors’ elaboration
Note: For identification of regions, see Figs. 2, 3, 4 and 5

On the contrary, the solutions provided by the application 
of Smart’s measure show a lower degree of variation 
within the regional system, and thus supports what can be 
referred to as a spatial equity principle. This principle is 
more advantageous also for administrative, statistical and 
planning purposes, and Smart’s measure remains actually 
the sole measure usually used in this research issue. The 
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solutions for regional patterns provided by its application 
can be denoted as local (or regional) labour market areas 
or travel-to-work areas, and they are referred to as such in 
the literature.

As a consequence of the effective mathematical 
relativisation of the interaction flows, Smart’s measure 
produces smaller regions for large centres and larger regions 
for small centres. This result, however, is responsible for 
the possibility of reaching lower total self-containment 
counts for the regional system. Clearly, this is evidenced in 
comparing the regional systems FRD 2A and FRD 2B, when 
the former consists of more regions, which should generally 
imply a lower total self-containment, but the configuration 
of regions actually provides a higher total self-containment. 
This finding lies in the fact that Smart’s measure can assign 
basic spatial units having strong absolute links to a large 
centre (e.g. Praha) to another region, and this means there 
are more flows across regional boundaries.
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