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This article describes methods for decomposing price indexes into contributions from
individual commodities, to help understand the influence of each commodity on aggregate
price index movements.

Previous authors have addressed the decomposition of bilateral price indexes, which
aggregate changes in commodity prices from one time period to another. Our focus is the
decomposition of multilateral price indexes, which aggregate commodity prices across more
than two time periods or countries at once. Multilateral indexes have historically been used for
spatial comparisons, and have recently received attention from statistical agencies looking to
produce temporal price indexes from large and high frequency price data sets, such as scanner
data. Methods for decomposing these indexes are of practical relevance.

We present decompositions of three multilateral price indexes. We also review methods
proposed by other researchers for extending multilateral indexes without revising previously
published index levels, and show how to decompose the extended indexes they produce.
Finally, we use a data set of seasonal prices and quantities to illustrate how these
decomposition methods can be used to understand the influence of individual commodities on
multilateral price index movements, and to shed light on the relationships between various
multilateral and extension methods.
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1. Decomposition of Bilateral Price Indexes

Price indexes are used to combine the price changes of individual commodities into an

aggregate measure of price change. Statistical agencies also find it useful to work in the

opposite direction: to decompose a price index into the contributions of individual

commodities. This facilitates the identification of the commodities with the greatest

contributions to change, which is helpful for validating the inputs and explaining the index

(ILO et al. 2004, chap. 9).

It is useful to start with a few straightforward examples. A price index that takes the

form of an arithmetic mean of commodity price ratios or relatives has an additive
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decomposition. In other words, it can be decomposed into a sum of contributions, each

depending on prices (or price changes) of an individual commodity:

P0;1 ¼
i

X
ciðpi;wiÞ ð1Þ

where pi is a vector of prices for commodity i, wi is a weight (vector) used to aggregate its

prices with the prices of other commodities, and ci is some unspecified function that

depends only on prices and weights of commodity i. Note that the subscript in ci is not

strictly necessary but is included to simplify references to summation terms.

For instance, the Laspeyres index between two periods (0 and 1) can be expressed as

P
0;1
L ¼

X
i
p1

i q0
i

X
i
p0

i q0
i

¼
i

X
s0

i

p1
i

p0
i

ð2Þ

where p0
i and p1

i are the prices of commodity i in periods 0 and 1, q0
i is the quantity

of commodity i in period 0, and s0
i ¼ p0

i q0
i =
PN

j¼1 p0
j q0

j is the expenditure share of

commodity i in period 0.

Similarly, an index that can be expressed as a geometric mean of price relatives has a

simple multiplicative decomposition:

P0;1 ¼
i

Y
ciðpi;wiÞ ð3Þ

For instance, the Törnqvist index between 0 and 1 can be expressed as

P
0;1
T ¼

i

Y p1
i

p0
i

� �1
2

s0
iþs1

ið Þ

ð4Þ

where s1
i is the expenditure share of commodity i in period 1.

Several authors have written about the decomposition of common bilateral price indexes.

Balk (2008, chap. 4) provides a good overview of the topic. As well as presenting

decompositions of the straightforward type above –– additive decompositions of arithmetic

mean indexes, and multiplicative decompositions of geometric mean indexes –– Balk

also presents additive decompositions of geometric mean indexes, multiplicative

decompositions of arithmetic mean indexes, and both arithmetic and multiplicative

decompositions of Fisher and Walsh indexes, referencing earlier publications by Van

IJzeren (1952, 1983), Vartia (1974, 1976), Diewert (2002) and Reinsdorf et al. (2002).

Many of these decompositions feature a logarithmic mean involving the price index that

is being decomposed. For example, Balk shows that a general arithmetic mean index

P0;1 ¼
P

i
wi

p1
i

p0
i

can also be written as

P0;1 ¼
i

Y p1
i

p0
i

� �s i

ð5Þ
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where
p1

i

p0
i

� �s i

is the contribution of commodity i to the arithmetic mean index:

si ¼
wi £ L P0;1; p1

i =p0
i

� �
X

j
wj £ L P0;1; p1

j =p0
j

� �

and L is the logarithmic mean function, defined as Lðx; yÞ ¼
ð y 2 xÞ=ð ln y 2 ln xÞ x – y

x x ¼ y

(

for positive arguments x and y.

There are several possible decompositions of a single price index: for example, the

Laspeyres index has an additive decomposition given by Equation 2, as well as a

multiplicative decomposition given by Equation 5 where wi ¼ s0
i . The commodity

contributions from some decompositions, such as Equation 5, depend on the aggregate

price changes (or levels): in the remainder of this article, we refer to such decompositions

as reflexive. We refer to decompositions with commodity contributions that depend only

on the prices of the relevant commodity and the expenditures (or quantities) of any or all

commodities, such as Equations 2 and 4, as simple. This distinction has not previously

been named in any source that we are aware.

Different decompositions may be useful in different scenarios. For instance, when we

are comparing the properties of two price indexes, it is useful to decompose them in

similar ways; when we are combining index movements additively or multiplicatively, a

corresponding (additive or multiplicative) decomposition facilitates the calculation of

contributions to the combined index.

Fundamentally, however, if we are interested in separating out the contributions of

individual commodities to a price index, a simple decomposition seems preferable to a

reflexive decomposition. This is because the aggregate price change, which the reflexive

decomposition explicitly references, necessarily depends on the prices of all commodities.

It seems unavoidable for the contributions to depend on expenditures (or quantities) as

these reflect measures of economic importance that are used to aggregate the price index.

For a simple decomposition, what is important is that the expenditures (or quantities) do

not depend on the price index.

Note that Equation 4 also yields a simple decomposition into the contributions of

individual price observations:

P
0;1
T ¼

i

Y

t

Y
pt

i

� �f t
iðsÞ ð6Þ

where f t
iðsÞ ¼

21=2 s0
i þ s1

i

� �
t ¼ 0

1=2 s0
i þ s1

i

� �
t ¼ 1

8
<

:

It can be shown that decompositions of this general form are unique: if, for a given price

index formula, there exist functions of expenditure shares f t
iðsÞ and gt

iðsÞ satisfying

P0;1 ¼
Q

i

Q
t
pt

i

� �f t
iðsÞ¼

Q
i

Q
t
pt

i

� �gt
iðsÞ for any sets of prices pt

i and expenditure shares st
i,

then f t
iðsÞ ¼ gt

iðsÞ for all i and t. We meet other decompositions of this form later in the

article.

Webster and Tarnow-Mordi: Decomposing Multilateral Price Indexes 463



2. Decomposition of Multilateral Price Indexes

The price indexes mentioned in the previous section are bilateral, in the sense that they

measure price change between two time periods 0 and 1. Suppose we are interested in

measuring price change over a window of adjacent time periods between 0 and T, with

T . 1. Traditional practice involves either calculating a sequence of bilateral indexes

between 0 and each subsequent period {P0;1;P0;2; · · ·;P0;T } or a sequence of bilateral

indexes between consecutive periods {P0;1;P1;2; · · ·;PT21;T}. The former sequence yields

a direct bilateral index and the latter sequence yields a chained bilateral index.

Alternatively, we can use a multilateral index method to simultaneously estimate a system

of price comparisons {P0; · · ·;PT }.

Ivancic et al. (2011) proposed using multilateral methods to produce price indexes from

data sets of retail transactions, finding they gave more satisfactory results than either direct

or chained bilateral indexes. This has inspired further studies at several statistical agencies

with access to scanner data: see, for instance, De Haan and Krsinich (2014), De Haan

(2015), Howard et al. (2015), Chessa (2015), Krsinich (2016), Australian Bureau of

Statistics (2016, 2017).

A feature of multilateral indexes is that the price comparison between any pair of time

periods a and b may depend on prices in other periods, and on commodities that are sold in

a and not b or vice versa. This makes it important to be able to decompose multilateral

index movements: without this, it is challenging to interpret which commodities’ price

changes have the greatest influence on price comparisons.

The decomposition of multilateral price indexes is the focus of the remainder of this

paper. We decompose three multilateral methods considered in the studies cited above:

1. The Time Product Dummy (TPD) method advocated by Krsinich (2016), which is a

temporal analogue of the Country Product Dummy method introduced by Summers

(1973),

2. The GEKS method proposed by Gini (1931), Eltetö and Köves (1964) and Szulc

(1964), especially the GEKS-Törnqvist or CCD variant proposed by Caves et al.

(1982),

3. The Geary-Khamis (GK) method proposed by Geary (1958) and Khamis (1972).

We focus on these specific multilateral methods because a number of statistical agencies

are either researching them or starting to use them for the production of official price

indexes.

2.1. Decomposition of the TPD Method

Suppose we have a set of price observations pt
i pertaining to periods t [ {0; : : : ; T} and

commodities i [ {1; : : : ;N}, possibly with some missingness (combinations of i and t

for which pt
i is not observed or does not exist).

The TPD method involves calculating a system of price comparisons by fitting the model

ln pt
i ¼ aþ d t þ gi þ 1 t

i ð7Þ

where a is the intercept, d t is the time effect parameter for period t, gi is the product

(commodity) effect parameter for commodity i and 1 t
i is an error term. In estimating
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the model, we choose an arbitrary time period and commodity to treat as reference

categories, and set their effects to zero: for notational convenience, we select period 0 and

commodity N.

The remaining parameters in the model are estimated by minimising the sum of squared

residuals. Where expenditure information is available, a common approach is to minimise

the sum of weighted squared residuals using the expenditure shares st
i as weights (see Rao

2005; De Haan and Krsinich 2014; Chessa 2015; Krsinich 2016; Australian Bureau of

Statistics 2016).

The time effect parameter estimates reflect the natural logarithm of the price level in

each period, relative to period 0, so it is natural to estimate the price level in each period by

taking the exponential of the time effect estimates. The TPD price comparison between

periods a and b is thus the ratio of price levels

P
a;b
TPD ¼

exp
�
d̂b
�

exp
�
d̂a
� ¼ exp

�
d̂b 2 d̂a

�
ð8Þ

Strictly the exponential transformation introduces a model bias, which in this context

is usually implicitly or explicitly treated as small enough to ignore (see, for instance,

De Haan et al. 2016).

2.1.1. Simple TPD Decompositions

We can decompose TPD price comparisons by following the weighted least squares

process used to derive the parameters. In general, regression model parameter estimates

under the weighted least squares process are given by the product of matrices

b̂ ¼ ðXT WXÞ21XT Wp ¼ Ap ð9Þ

In cases where the design matrix X and the weight matrix W are considered fixed and

known, this equation demonstrates that each parameter is a linear combination

(represented by matrix A) of the observed variables p; that is bi ¼
P

j Ai; j pj. This fact,

combined with the exponential transformation in Equation 8, gives a natural multiplicative

decomposition of the price change between two periods.

Specifically, the weighted least squares equation in our case is composed of

- The parameter estimate vector b̂ which is â d̂1 · · · d̂T ĝ1 · · · ĝN21

h iT

- The design matrix X corresponding to the parameter vector and price vector, with a

simple structure:

1 D1ð1Þ · · · DT ð1Þ

1 ..
. . .

. ..
.

1 D1ðKÞ · · · DT ðKÞ

���������

2
6664

D1ð1Þ · · · DN21ð1Þ

..

. . .
. ..

.

D1ðKÞ · · · DN21ðKÞ

3
7775 ¼ ½XtjXp�

where DtðkÞ and DiðkÞ are dummy variables with values of 1 if the k-th price

observation pertains to period t and commodity i respectively and zero otherwise.

K is the total number of price observations.
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- The weight matrix W, a diagonal matrix of expenditure shares: diag st
i

� �

- The price vector p, which contains the log price observations for each commodity-

time,
	

ln p1 ln p2 · · · ln pk · · · ln pK

T

Note that for simplicity, the price vector is indexed with a single variable k instead of the

separate time variable t and commodity variable i shown in Equation 7. This difference is

superficial: both representations are equivalent, but a single index variable makes the

linear algebra simpler.

As only the time effect parameters are needed to estimate TPD comparisons, the

weighted least squares solution of Equation 9 can be simplified using the Banachiewicz

formula for block matrix inversion (see Puntanen and Styan 2006):

A B

C D

" #21

¼
ðA 2 BD21CÞ21 2ðA 2 BD21CÞ21BD21

2D21CðA 2 BD21CÞ21 D21 1 D21CðA 2 BD21CÞ21BD21

" #

where the block matrices are of appropriate dimensions and A, D, and ðA 2 BD21CÞ are

invertible. Applying this result, we obtain

d̂a ¼ Wt 2 WtpW21
p WT

tp

� �21
XT

t 2 WtpW21
p XT

p

� �
W

h i

aþ1
p¼

XK

k¼1

wa;k ln ð pkÞ ð10Þ

where Wt ¼ XT
t WXt, Wp ¼ XT

pWXp, Wtp ¼ XT
t WXp, and the a þ 1 subscript

indicates we take row a þ 1 of the matrix in the square brackets. Note that when in the

proceeding paragraphs, variable a may be replaced with variable b, but the analogical

formulas apply.

Equation (10) defines the weights wa;k for a . 0; for a ¼ 0 (the reference period) we set

w0;k ¼ 0 for every k, as the corresponding weights from (10) would yield the parameter

estimate â.

This simplification is useful for computation, as it limits the size of the matrix required

to be inverted to the number of time periods included in the model. This is a particular

advantage for TPD methods that aggregate the prices of an arbitrary number of

commodities over a window of a fixed size, as it protects the performance of any

implementation.

Combining Equations 8 and 10, it follows that a decomposition of the TPD price index

in terms of commodity price observations is

P
a;b
TPD ¼

YK

k¼1

p
wb;k2wa;k

k

¼
i

Y

t

Y
pt

i

� �wb;kði;tÞ2wa;kði;tÞ
ð11Þ

¼
i

Y

t

Y
ct

TPD;iða; bÞ

where k(i, t) is the observation corresponding to commodity i and period t, and

ct
TPD;iða; bÞ ¼ pt

i

� �wb;kði;tÞ2wa;kði;tÞ
is the contribution of price observation pt

i to the TPD price

comparison between periods a and b.
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We can alternatively decompose TPD price comparisons by deriving the parameters in a

manner similar to Diewert and Fox (2017). The weighted sum of squared errors can be

written as

E ¼
i

X

t

X
st

i log pt
i 2 a 2 d t 2 gi

� �2
ð12Þ

The time and commodity effect parameters that minimize E satisfy ›E
›d t ¼ 0 and ›E

›gi
¼ 0.

This yields a pair of equations

d̂ t ¼
i

X
st

i log p t
i 2 âþ ĝi

� �� �
ð13Þ

âþ ĝi ¼

X
t
st

i log p t
i 2 d̂ t

� �

X
t
st

i

ð14Þ

Substituting Equation 14 into Equation 13 to eliminate â and ĝi yields

d̂ t ¼
u

X

i

X st
is

u
i

sSi

0
@

1
Ad̂u þ

i

X
st

i log p t
i 2

X
u
su

i log pu
i

sSi

0
@

1
A ð15Þ

where sSi ¼
P

t
s t

i

Equation 15 can be written in vector-matrix form as Id ¼Md þ b, where I is an

identity matrix of size T þ 1, d is a vector of the time effect estimates, M is a matrix with

the element in the t-th row and u-th column equal to

i

X st
is

u
i

sSi
;

and b is a vector with the t-th element equal to

i

X
st

i log p t
i 2

X
u

su
i log pu

i

sSi

0

@

1

A

The solution to this equation satisfies

ðM 2 IÞd ¼ 2b ð16Þ

The matrix M 2 I is singular so we cannot invert it to solve Equation (16). However,

we usually constrain the time effects by setting d0 ¼ 0. This constraint can be expressed in

matrix form as

Cd ¼ 0 ð17Þ

where C is a matrix with all entries in the first column equal to 1 and 0 elsewhere and 0 is a

vector of zeroes. Collier (1999) uses a similar technique in a different context (deriving

Geary-Khamis indexes). Adding Equations 16 and 17 yields

ðM 2 Iþ CÞd ¼ 2b ð18Þ
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d ¼ 2ðM 2 Iþ CÞ21b ð19Þ

Let us denote the element in the r-th row and c-th column of ðM 2 Iþ CÞ21 as mrc.

Then from Equation 19 we can write an arbitrary time effect estimate d̂a as

d̂a¼2
t

X
mat

i

X
st

i logpt
i 2

X
u
su

i logpu
i

sSi

0
@

1
A¼2

i

X

t

X
st

i logpt
i mat 2

X
u
su

i mau

sSi

0
@

1
A ð20Þ

It follows that

P
a;b
TPD¼ exp

�
d̂b 2 d̂a

�

¼
i

Y

t

Y
pt

i

� �2s t
i ½mbt2mat�2

u

X
su

i ½mbu2mau�=sS
i

� �
ð21Þ

Equations 11 and 21 give apparently distinct, but actually equivalent, formulations of a

simple TPD decomposition. This fact is a consequence of the uniqueness of the solution to

a full rank weighted least squares problem. It also follows from our earlier observation

(from Section 1) that decompositions of this form are unique. Both formulations can be

used to explain the impact of individual commodities by combining the relevant terms,

that is,
Q

t
ct

TPD;iða; bÞ gives the contribution of commodity i to the price comparison

between periods a and b.

Despite the equivalence of the two formulations of this decomposition, the former

formulation focuses on simplicity in linear algebra, but loses the explicit separation of time

and commodity terms in the decomposition, requiring these to be recovered after the

decomposition is derived. The latter formulation carefully maintains the separate time and

commodity terms, but is more difficult to express in terms of matrix operations. Both of

these decompositions will be referred to henceforth as the Simple TPD Decomposition.

2.1.2. Reflexive TPD Decomposition

A third decomposition of the TPD can be derived from a multilateral method proposed by

Rao (1990), which involves solving a set of equations

Pt
Rao ¼

i

Y pt
i

pi

� �s t
i

ð22Þ

pi ¼
t

Y pt
i

Pt
Rao

� �
st

iP
u
su

i
ð23Þ

simultaneously for the unknown parameters pi and Pt
Rao. pi can be interpreted as a

reference price for commodity i, and we typically impose the condition P0
Rao ¼ 1 to obtain

a unique solution.

Rao (2005) demonstrates that the system of price comparisons obtained by solving

Equations 22 and 23 simultaneously is equivalent to the (weighted) TPD system.
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From Equation 22, the TPD price change between two periods a and b can be

expressed as

P
a;b
TPD ¼

i

Y pb
i

� �sb
i

pa
i

� �sa
i

ðpiÞ
sa

i 2sb
i ð24Þ

We need to be careful expressing the price change in this way, because some

commodities may only have a price in one of the two periods a and b. Where, for instance,

a commodity is not sold in period a, we simply replace the expenditure share sa
i with a 0,

and consequently replace the exponentiated missing price pa
i

� �sa
i with a 1.

Equation 24 has each commodity’s contribution to the price change expressed in terms

of its weighted prices, as well as the reference price pi. From Equation 23, we can see that

the reference prices depend on the aggregate price levels, which makes the decomposition

reflexive. It also has the interesting property that choosing a period other than 0 as the

reference would not alter the price comparisons, but could alter the reference prices pi, and

consequently the commodity contributions to those price comparisons. We will continue

to refer to this decomposition as the Reflexive TPD Decomposition.

2.2. Decomposition of the CCD and GEKS Methods

The GEKS method involves calculating multilateral price comparisons by combining

bilateral Fisher indexes:

P
a;b
GEKS ¼

t

Y P
t;b
F

P
t;a
F

 ! 1
Tþ1

ð25Þ

where PF is a Fisher price index:

P
0;1
F ¼

X
i
p1

i q0
i

X
i
p0

i q0
i

0
B@

1
CA

X
i
p1

i q1
i

X
i
p0

i q1
i

0
B@

1
CA

2
64

3
75

1=2

ð26Þ

GEKS-Törnqvist or CCD price comparisons are obtained by replacing the Fisher indexes

in Equation 25 with Törnqvist indexes:

P
a;b
CCD ¼

t

Y P
t;b
T

P
t;a
T

 ! 1
Tþ1

ð27Þ

We can easily derive multiplicative decompositions of the CCD index using a

multiplicative decomposition of the Törnqvist index. From Equation 4, we know that

the Törnqvist index can be written as a product of commodity contributions

cT;ið0; 1Þ ¼
p1

i

p0
i

� �1
2

s 0
i
þs 1

ið Þ
. Substituting this into Equation 27, we obtain
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P
a;b
CCD ¼

i

Y

t

Y cT;i t; b
� �

cT;i t; a
� �

 ! 1
Tþ1

¼
i

Y pb
i

� �wið†;bÞ

pa
i

� �wið†;aÞ
t

Y
pt

i

� �wi ðt;aÞ2wiðt;bÞ

Tþ1

" #

¼
i

Y
cCCD;iða; bÞ

ð28Þ

where

wiðt; aÞ ¼
1
2

 
s t

iP
i[ðt>aÞ

s t
i

þ
sa

iP
i[ðt>aÞ

sa
i

!
is the weight of commodity i in the Törnqvist

price comparison between periods t and a (represented by the notation i [ ðt > aÞÞ

wið†; aÞ ¼
1

Tþ1

P
t
wiðt; aÞ is the average weight across comparisons involving period a

and cCCD;iða; bÞ ¼
pb

ið Þ
wi ð†;bÞ

pa
ið Þ

wi ð†;aÞ

Q
t

pt
i

� �wiðt;aÞ2wiðt;bÞ
Tþ1

� �
is the contribution of commodity i to the

CCD price comparison between periods a and b.

Note that this CCD decomposition is simple: it inherits this property from the Törnqvist

decomposition.

If there are any missing prices pt
i, we replace the corresponding term(s) with a 1. If there

are no missing prices (i.e., the same set of commodities is sold every period), Equation 28

can be simplified to an expression based on the CCDI index presented by Diewert and Fox

(2017):

P
a;b
CCD ¼

i

Y pb
i

� �1
2

s†
i þsb

ið Þ

pa
i

� �1
2

s†
i
þsa

ið Þ
p†

i

� �1
2

sa
i 2sb

ið Þ
ð29Þ

where s†
i ¼

1
Tþ1

P
t
st

i and p†
i ¼

Q
t

pt
i

� � 1
Tþ1

As observed by Chessa et al. (2017), Equation 29 can be expressed as a geometric

average of two factors. The second factor is very similar to Equation 24, revealing that the

TPD and CCD indexes are closely related. However, the first factor reveals that the CCD

gives more influence to local price changes between periods a and b.

P
a;b
CCD ¼

i

Y pb
i

pa
i

� �s†
i

" #1
2

pb
i

� �sb
i

pa
i

� �sa
i

p†
i

� � sa
i 2sb

ið Þ

" #1
2

ð30Þ

We could obtain a multiplicative decomposition of a GEKS price comparison in

a similar way, by substituting a multiplicative Fisher decomposition into Equation 25.

The results are not presented here. We note, however, that a GEKS decomposition will

inherit the simple/reflexive property of the corresponding Fisher decomposition.

The multiplicative Fisher decompositions presented by Balk (2008, chap. 4) are both

reflexive.
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2.3. Decomposition of the GK Method

The GK method involves solving a set of simultaneous equations, similar to those from the

Rao method:

Pt
GK ¼

X
i
pt

iq
t
i

X
i
piq

t
i

ð31Þ

pi ¼

X
t
pt

iq
t
i=Pt

GK

X
t
qt

i

ð32Þ

where again, pi can be interpreted as a reference price for commodity i, and we typically

impose the condition P0
GK ¼ 1 to obtain a unique solution.

To decompose GK index movements, it is helpful to first rewrite Equation 31 as

Pt
GK ¼

i

X
s t

i

pt
i

pi

ð33Þ

where s t
i ¼

piq
t
iP

j
pjq

t
j

can be interpreted as an expenditure share of commodity i in period t, if

all commodities were sold at reference prices.

Instinctively, one might seek an additive decomposition of the GK price change

between two periods using Equation 33: some algebraic manipulation yields

P
a;b
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X
i
s b

i

pb
i

pi
X
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s a

i
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i
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i
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i
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� �21

qa
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X
s b

i
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i
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ð34Þ

where the first sum includes commodities sold in both a and b, and the second sum

includes commodities sold in b and not a (last line of Equation 34) or vice versa (second

last line). The last line of Equation 34 is an additive decomposition that is reflexive

through its inclusion of the aggregate price level Pa
GK , and also indirectly through the

shares s t
i and the reference prices pi.

When an identical set of commodities is sold in a and b, the second term of this

decomposition disappears and the first term seems quite appealing as an additive

decomposition. However, in general, the asymmetric manner in which it handles prices
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missing from only one of a or b seems unsatisfactory. Taking the mean of the second last

and last lines of Equation 34 would address the asymmetry but the result is no longer an

additive decomposition.

We can obtain a more symmetric GK decomposition by first using Equation 5 to convert

Equation 33 to a multiplicative form:

Pt
GK ¼

i

Y pt
i

pi

� �u t
i

ð35Þ

where

u t
i ¼

s t
i £ L Pt

GK; p
t
i=pi

� �
X

j
s t

j £ L Pt
GK; p

t
j=pj

� �

¼
qt

i £ L piP
t
GK; p

t
i

� �
X

j
qt

j £ L pjP
t
GK; p

t
j

� �

<
qt

i £ pt
iX

j
qt

j £ pt
j

¼ st
i

where the second equality follows from the definition of s t
i and the homogeneity of the

logarithmic mean, and the approximation follows from the pt
i < piP

t
GK relationship

implicit in the GK method.

It follows that

P
a;b
GK ¼

Q
i

pb
i

pi

� �u b
i

Q
i

pa
i

pi

� �u a
i

¼
i

Y pb
i

� �u b
i

pa
i

� �u a
i

ðpiÞ
u a

i 2u b
i

ð36Þ

Equation 36 is a multiplicative GK decomposition that is reflexive through both the

reference prices pi and the exponents u t
i. Note the similarity to Equation 24.

3. Decomposition of Extended Multilateral Indexes

Statistical agencies compute and publish price indexes as new periods of price data

become available. The published index series is extended by linking or “splicing” price

comparisons involving the latest period onto published index levels for previous periods.

This section focusses on how to extend the index series when multilateral methods are
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used to generate price comparisons, and how we can use the results from the previous

section to decompose published index movements.

It is relatively straightforward to extend a bilateral index. For instance, when data from

period t becomes available, we would extend a direct bilateral index to period t by first

calculating the price comparison P0;t between the reference period (0) and t, and then

multiplying this by the index level in the reference period: Pt ¼ P0 £ P0;t. Similarly, we

would extend a chained bilateral index by multiplying the previous index level Pt21 by the

price comparison between the previous and current periods Pt21;t.

How best to extend a multilateral price index is more ambiguous. In period t, we

simultaneously estimate price comparisons between t and several historical periods. Using

the price comparison from one historical period to extend the index may yield a different

result to using the price comparison from another.

Several authors have proposed splicing methods for extending multilateral indexes. In

this article, we focus on decomposing the methods considered in Australian Bureau of

Statistics (2017):

. Rolling window methods, including the movement splice proposed by Ivancic et al.

(2011), the window splice proposed by Krsinich (2016), the half (window) splice

proposed by De Haan (2015), and the mean splice proposed by Diewert and Fox

(2017). These methods involve selecting a fixed window length (T þ 1 periods) for

multilateral comparisons. As each new period of data becomes available, we

calculate a new system of comparisons over the window spanning from t 2 T to t and

splice it together with the previous system of comparisons (using a window spanning

from t 2 T 2 1 to t 2 1) to estimate the index movement from t 2 1 to t,

. The direct method proposed by Chessa (2015). This method involves selecting a

fixed base period b (say, December) as the start of the multilateral comparison

window. As each new period of data becomes available, we calculate a system of

comparisons spanning from b to t and use the direct price comparison between b and t

to estimate the price change between these periods. The base period can be updated

regularly (e.g., annually).

Table 1 expresses the extended price movements between consecutive periods (t 2 1

and t) in terms of multilateral price movements from the current window (ending in t) and

the previous window (ending in t 2 1). The methods are algebraically similar, though in

practice the indexes may yield different trends. The next section presents empirical results.

Of most relevance here is that they all combine multilateral price movements in a

multiplicative manner (through division or geometric averaging). This means that we can

substitute a multiplicative decomposition for each of the multilateral price movements that

feature in the extended price movement, and collect like terms to obtain a multiplicative

decomposition of the extended price movement. Importantly, if the multilateral

decomposition is simple, then the decomposition of the extended price movement is

also simple.

In Table 1, Px;yðzÞ denotes the aggregate price comparison between periods x and y

derived from a multilateral window ending in period z, and ciðx; y; zÞ denotes the

contribution of commodity i to that aggregate comparison.
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It may be of interest to decompose longer term (e.g., annual) price comparisons of an

extended price index. These longer term movements can be expressed as a product of

consecutive price movements:

Pa;b ¼
Yb

t¼aþ1

Pt21;t ð37Þ

As above, we can substitute a multiplicative decomposition for each element of

Equation 37 and collect like terms to obtain a multiplicative decomposition into

commodity contributions

Pa;b ¼
i

YYb

t¼aþ1

ciðt 2 1; tÞ

where ciðt 2 1; tÞ is the contribution of commodity i to the extended movement between

t 2 1 and t (as given in the third column of Table 1). Once again, if the underlying

multilateral decomposition is simple, this will be preserved.

4. Empirical Results

In this section, we illustrate how the decomposition methods described in the previous

sections can be used to quantify the contributions of individual commodities to

multilateral price comparisons. In Subsection 4.1 we introduce the data used for this

analysis. In Subsection 4.2, we decompose indexes calculated using a range of multilateral

methods, and in Subsection 4.3 we decompose indexes calculated using a range of

extension methods. This allows us to compare and contrast the methods considered.

However, in practice, a statistical agency may prefer a single combination of multilateral

and extension methods for various reasons. In this context, the comparison between

methods is less important than the illustration that we can decompose an index calculated

using any combination of the multilateral and extension methods described above.

Table 1. Comparison of extension methods.

Extension method Price movement between
consecutive periods

Decomposition of
consecutive movement

Movement splice Pt21;t ¼ Pt21;tðtÞ Pt21;t ¼
i

Q
ciðt 2 1; t; tÞ

Window splice Pt21;t ¼ P t2T ;tðtÞ
P t2T ;t21ðt21Þ

Pt21;t ¼
i

Q ciðt2T ;t;tÞ
ciðt2T ;t21;t21Þ

Half splice
(assuming T is even)

Pt21;t ¼ P t2T=2;tðtÞ
P t2T=2;t21ðt21Þ

Pt21;t ¼
i

Q ciðt2T=2;t;tÞ
ciðt2T=2;t21;t21Þ

Mean splice
Pt21;t ¼

QT
s¼1

P t2s;tðtÞ
P t2s;t21ðt21Þ

h i1
T

Pt21;t ¼
i

Q QT
s¼1

ciðt2s;t;tÞ
ciðt2s;t21;t21Þ

h i1
T

Direct Pt21;t ¼ P b;tðtÞ
P b;t21ðt21Þ

Pt21;t ¼
i

Q ciðb;t;tÞ
ciðb;t21;t21Þ
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4.1. Data

The main data set we use for this illustration contains monthly price and quantity

information relating to five fruit commodities over a period of four years. It is taken from

the IWGPS Consumer Price Index Manual (ILO et al. 2004, chap. 22) and is a modified

version of a data set from Turvey (1979). Three of the commodities (Apples, Grapes and

Oranges) are sold every month whereas the remaining two (Peaches and Strawberries) are

sold only for a few months each year. Figures 1 and 2 plot the prices and quantities of each

commodity.
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This Fruit data is useful for our illustration because it contains a small number of

products, some of which are not sold every month. However, it does not share all the

features of the data to which these methods are applied, such as truly new or disappearing

products. For evidence that some of our findings are applicable in practice, we use scanner

data for sales of Cookies, Oatmeal and Toothbrushes from Dominick’s stores in Chicago,

obtained from the James M. Kilts Center, University of Chicago Booth School of

Business. For comparability with the Fruit data, we convert this (weekly) scanner data to

monthly frequency by assigning each week to the month in which the majority of its sales

fall and subset to 48 months of data; we also remove observations that are flagged as

suspect (University of Chicago 2018). Table 2 summarizes a few features of the Fruit data

and the three scanner data sets.

4.2. Multilateral Indexes Calculated on the Entire Fruit Data Set

Figure 3 compares the TPD, CCD and GK price indexes calculated on the entire Fruit data

set, with January 1970 as the base period. For this data set, we observe that the three

methods produce numerically similar indexes, with the TPD and GK particularly close.

Corresponding figures for the other data sets are included as Supplemental Data (Figures

A1, A2 and A3). Figure 4 compares the month-on-month price changes corresponding to

these indexes.

The multilateral indexes show steep price increases every May. We can use the

decomposition methods to understand which commodities are driving these price changes.

Table 3 presents the contributions of each commodity to the price change between April

and May 1973, using the Simple TPD, Reflexive TPD, CCD and GK decomposition

methods presented in this article (recall that the Simple TPD decompositions presented in

Subsubsection 2.1.1 are mathematically equivalent). The prices and expenditure shares of

each commodity are included for reference. Note that Peaches are not sold in either month,

and Strawberries are sold in May but not April.

Overall, the commodity contributions obtained from the Reflexive TPD and GK

decompositions are very similar, as would be expected given their mathematical

Table 2. Features of fruit and scanner data sets.

Commodity class Fruit Cookies Oatmeal Toothbrushes

Time span used

January 1970
to December

1973

October 1989
to September

1993
July 1991 to
June 1995

October 1989
to September

1993

Number of
monthly
observations

176 18,403 2,617 8,027

Number of
commodities

5 763 87 362

Proportion of
commodities
sold in every
month

60% 19% 41% 11%
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similarity. It is difficult to draw general conclusions about the numerical similarity of

simple and reflexive decompositions of the TPD index, given the latter are not unique––as

mentioned in Subsubsection 2.1.2, changing the reference period would yield a different

reflexive decomposition.

These contributions reveal a few interesting features of the methods examined.

First, the reappearance of Strawberries, a strongly seasonal commodity with an

intermittent sales pattern, contributes to an aggregate price increase in May 1973 (it has a

contribution greater than one). As this commodity is not sold in the previous month, it
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would not contribute to a chained bilateral index unless explicit imputation was used.

However, the multilateral indexes take into account the prices of this commodity in other

periods, compared to which the May 1973 price is relatively high. This capacity to capture

the price changes of commodities with intermittent sales is an advantage of using

multilateral methods with scanner data: as seen from Table 2, such commodities are

common in scanner data sets.

Second, the TPD and GK decompositions show some commodities have price increases

between April and May 1973, but contribute to an aggregate price decrease between those

periods (contribution less than one) or vice versa. This can occur because the contributions

depend on changes in weights, as well as changes in prices. Moreover, the simple TPD

decomposition suggests Peaches have a non-trivial contribution to change despite being

absent from both periods. These are unintuitive observations, but not disqualifying – by

their very definition, multilateral comparisons between two periods take the prices in other

periods into account, which may help to mitigate drift (Ivancic et al. 2011) including in the

presence of seasonal patterns (Ribe 2012).

Figure 5 shows the relationship between price change and contribution to aggregate

price change, for every instance in the Fruit data set where a commodity is sold in

consecutive months. They reveal that there is a correlation between commodities’ month-

on-month price changes and their contribution to change, but also that it is not uncommon

for the price changes and contributions to be in opposite directions (observations in the

upper left and lower right quadrants). Table 4 illustrates that this phenomenon occurs in

scanner data as well. It is consistently less pronounced for the CCD than the TPD index,

reflecting that local price changes have greater influence on the CCD index than the TPD

index, as observed in Subsection 2.2.

A feature of simple decompositions is that changing the price of one commodity without

changing the weights does not affect the contributions of other commodities. Suppose we

adjust the price of Oranges in April 1973 to be five times its original value (9.55 instead of

1.91), while leaving the expenditure share unchanged. This price spike might result from

adverse production conditions (e.g., a natural disaster), with consumers responding by

allocating a fixed expenditure to each commodity and reacting to price changes with

reciprocal quantity changes. Observe that this leaves the TPD and CCD weights

Table 3. Decomposition of multilateral index movement between April and May 1973.

Commodity

Contribution to multilateral
index movement between

April and May 1973 Price
Expenditure

share

Simple
TPD

Reflexive
TPD CCD GK

April
1973

May
1973

April
1973

May
1973

Apples 1.039 0.993 1.035 1.004 2.00 2.14 0.50 0.42

Grapes 1.017 1.018 0.998 1.016 3.45 3.08 ,0.01 0.02

Oranges 0.997 0.949 1.017 0.956 1.91 2.03 0.50 0.32

Peaches 1.004 1.000 1.000 1.000 NA NA NA NA

Strawberries 1.118 1.233 1.034 1.206 NA 7.17 NA 0.24

Aggregate 1.184 1.184 1.087 1.176 1.00 1.00
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unchanged, but alters the GK weights, so we exclude the latter method from the analysis

that follows.

We can recalculate the TPD and CCD indexes using the adjusted data set and derive the

contributions of each commodity to the index movement between April and May 1973.

Table 4 presents the contributions of each commodity to the index movements from the

adjusted data set and their relationship between the commodity contributions from the

original data set (in Table 2). For the simple (Simple TPD and CCD) decompositions, only

the contribution of Oranges is affected; however, the Reflexive TPD contributions for

Apples and Strawberries are slightly altered by the price change of Oranges. This

illustrates an advantage of simple decomposition methods.

4.3. Extended Multilateral Indexes

In practice, we would not calculate a multilateral index using the entire data set, but

instead use one of the methods described in Section 3 to extend the series one period at a

Table 4. Price changes and contributions in opposite directions.

Commodity class Fruit Cookies Oatmeal Toothbrushes

Instances where a commodity is
sold in consecutive months

165 17,385 2,520 7,467

Instances where contribution is in
the opposite direction to price
change (Simple TPD)

26% 25% 19% 22%

Instances where contribution is in
the opposite direction to price
change (CCD)

10% 22% 14% 17%
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time. Figure 6 presents TPD indexes that are extended using the movement splice, window

splice, half splice, mean splice, and direct methods. The TPD index based on the entire

data set is included for comparison. Corresponding figures for the CCD and GK methods

are included as Supplemental Data (Figures A4 and A5). We use a window of length 13

months to calculate the rolling window methods and use a base month of January for the

direct method. As the rolling window methods cannot be used to extend the index until a

full window of historical data is available, we start the extended indexes in January 1971.

The indexes in Figure 6 are more dispersed than the indexes in Figure 3, indicating that

the choice of extension method makes a greater difference to the series than the choice of

multilateral method in this example. The mean splice index tracks the index with no

extension closely. The direct multilateral index is typically lower than the mean splice in

the middle of each calendar year, but similar at the end of the year. The half and movement

splice indexes drift a little higher and lower than the mean splice respectively. The window

splice index diverges substantially.

Table 5. Impact of changing one commodity’s price on commodity contributions.

Commodity

Contribution based
on adjusted data set

Ratio of adjusted/
original contribution

Simple
TPD

Reflexive
TPD CCD

Simple
TPD

Reflexive
TPD CCD

Apples 1.039 0.990 1.035 1.000 0.997 1.000

Grapes 1.017 1.019 0.998 1.000 1.000 1.000

Oranges 0.448 0.425 0.461 0.449 0.448 0.453

Peaches 1.004 1.000 1.000 1.000 1.000 1.000

Strawberries 1.118 1.239 1.034 1.000 1.005 1.000

Aggregate 0.531 0.531 0.492 0.449 0.449 0.453
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Figures 7 and 8 compare the month-on-month and annual index movements using the

various extension methods. The clearest difference in the month-on-month movements is

that the direct index movements have a less extreme peak each May and a less extreme

trough each September. Otherwise the month-on-month movements appear similar.

However, there are systematic differences between the annual movements of the various

rolling window methods, implying that these indexes diverge gradually. The

decompositions can help to explain these differences.

Table 6 compares the Simple TPD contributions of each commodity to the extended

TPD price movements between April and May 1973. The main difference between
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methods is in the contribution of Strawberries. Strawberries do not contribute to the direct

index movement between April and May, as the expanding window (starting in January

1973) does not contain any observations for Strawberries until May, and we need two

observations for a commodity to contribute to price comparisons.

To understand the differing contributions of Strawberries to the three rolling window

methods, note that the high price of Strawberries in May 1973 makes the previous year’s

prices in the current window (May 1972 to May 1973) appear lower than they did in the

previous window (April 1972 to April 1973). In consequence, the contribution of

Strawberries to the price movement between the start of the current window (May 1972)

and the previous period (April 1973) is more positive in the current window than in the

previous window. As Krsinich (2016) argues, the window splice implicitly revises this

price movement in extending the index series from the previous to the current period,

whereas the movement splice makes no such revision, and the mean splice makes a partial

revision (Australian Bureau of Statistics 2017). The half splice implicitly revises the

movement over part of the previous window (November 1972 to April 1973), but as

Strawberries are not sold over this period their contribution to the half splice is the same as

their contribution to the movement splice.

Table 7 decomposes the annual movement of each extended TPD index between May

1972 and May 1973. Again, we can see that the commodities with strong seasonality have

neutral contributions to the direct index movement because they are not sold between

Table 6. Decomposition of extended index movement between April and May 1973.

Commodity

Contribution to movement of extended TPD
index between April and May 1973 Price

Expenditure
share

Movement
splice

Window
splice

Half
splice

Mean
splice Direct

April
1973

May
1973

April
1973

May
1973

Apples 1.035 1.034 1.034 1.033 1.034 2.00 2.14 0.50 0.42

Grapes 1.018 1.018 1.020 1.020 1.008 3.45 3.08 ,0.01 0.02

Oranges 1.013 1.008 1.013 1.012 1.027 1.91 2.03 0.50 0.32

Peaches 1.003 1.004 1.003 1.004 1.000 NA NA NA NA

Strawberries 1.085 1.109 1.085 1.094 1.000 NA 7.17 NA 0.24

Aggregate 1.161 1.183 1.163 1.170 1.071

Table 7. Decomposition of extended index movement between May 1972 and May 1973.

Commodity

Contribution to movement of extended TPD
index between May 1972 and May 1973 Price

Expenditure
share

Movement
splice

Window
splice

Half
splice

Mean
splice Direct

May
1972

May
1973

May
1972

May
1973

Apples 1.026 1.021 1.060 1.040 1.020 1.89 2.14 0.42 0.42

Grapes 0.994 0.984 1.002 0.995 0.999 3.56 3.08 0.02 0.02

Oranges 1.057 1.051 1.086 1.075 1.124 1.70 2.03 0.32 0.32

Peaches 1.010 1.001 1.001 1.009 1.000 NA NA NA NA

Strawberries 1.025 1.011 1.010 1.019 1.000 6.21 7.17 0.24 0.24

Aggregate 1.116 1.068 1.165 1.143 1.146
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January and April of either year. On the other hand, Oranges have a relatively positive

contribution to the direct index movement, which likely relates to their high expenditure

shares (about 0.75) in January 1972 and January 1973, the base months of the expanding

windows used to estimate price changes within those years.

As observed in Figure 8, the half splice has the largest annual movements of the rolling

window methods, followed by the mean splice, the movement splice, and the window

splice. From Table 5, we can see that the contributions of the commodities that are sold all

year round (Apples, Grapes and Oranges) follow the same ordering. Note that Peaches

make a non-trivial contribution to the rolling window index movements –– even though

they are not sold in May, their prices in intervening months contribute to the month-on-

month movements of the extended index, and ultimately to the annual movement.

5. Conclusions

Index decomposition is useful in practice for interpreting price indexes: it allows one to

break down aggregate price movements into contributions from individual or groups of

commodities. Decomposition is particularly important for understanding multilateral

indexes, which combine many different time comparisons yielding complex dependencies

on any individual commodity’s price observations. We defined reflexive or simple

decompositions based on whether the contribution for each commodity depends on an

aggregate price level. Simple decompositions ensure contributions for commodities are

invariant under changes in other commodity prices.

We introduced a simple decomposition for the TPD index and a reflexive

decomposition for the GK index, and showed how these compare to the reflexive

decomposition for the TPD index and the simple decomposition for the CCD index. These

decompositions demonstrate that movements can be attributed to the price observations

for each commodity. The theoretical and empirical results provide evidence of similarities

between these three indexes and subtle differences between the CCD and the other

methods. They also show how commodities sold in only one of two time periods can

influence the price comparison between those periods, and reveal that is not uncommon for

a commodity’s contribution to aggregate price change to be in the opposite direction to its

individual price change.

The comparison between decompositions raises questions for price index

implementations. Where decompositions disagree on the direction of the effect of

particular commodities, how should this be interpreted? Under what conditions should

commodity contributions remain invariant?

We do not fully address these questions here. Where several decomposition methods

are available, each may yield additional information about price movements. The

circumstances in which the price index is applied may dictate which decomposition is

most useful, such as the choice between an additive and a multiplicative method.

However, we have touched on several properties that it seems advantageous for a

decomposition to possess, including that one commodity’s contribution should be

invariant to changes in the prices of other commodities (conditional on the expenditure

shares), and that a commodity not sold in either of two periods should have a trivial

contribution to the price change between those periods. Other desirable properties might
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include invariance to the ordering of commodities and time periods, or invariance to the

price changes of other commodities under different conditions. Development of a more

complete set of desirable properties for index decomposition functions would be an

interesting area for further research.
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