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This article introduces and discusses a method for conducting an analysis of nonresponse for a
longitudinal establishment survey using regression trees. The methodology consists of three
parts: analysis during the frame refinement and enrollment phases, common in longitudinal
surveys; analysis of the effect of time on response rates during data collection; and analysis of
the potential for nonresponse bias. For all three analyses, regression tree models are used to
identify establishment characteristics and subgroups of establishments that represent
vulnerabilities during the data collection process. This information could be used to direct
additional resources to collecting data from identified establishments in order to improve the
response rate.
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1. Introduction

Government agencies administer many voluntary surveys in order to collect and

disseminate official statistics that are important for informing policy and decision-making.

Though the response rates for these surveys tend to be higher than surveys collected by

other organizations (Heberlein and Baumgartner 1978; Paxson et al. 1995; Holbrook et al.

2007), it is important that the agencies maintain high response rates to help minimize the

threat of nonresponse bias, loss of stakeholder confidence and the potential to inflate

variance in survey estimates (Little and Vartivarian 2005; Office of Management and

Budget 2006). Maintaining high response rates, especially in longitudinal surveys,

requires substantial effort and resources (Freedman et al. 1980; Watson and Wooden

2009).

Traditionally, survey methodologists have used multiple approaches to increase

response rates, such as offering incentives to respondents, tailoring notification letters,

increasing contact attempts, or providing alternative data collection modes (Dillman 2000;

Dillman et al. 2009; Groves et al. 2002). While considerable research has been conducted

on the causes and effects of nonresponse in longitudinal surveys, the studies have focused

on household surveys (Atrostic et al. 2001; De Heer and De Leeuw 2002; Groves 2006;

Groves et al. 2002; Lepkowski and Couper 2002; Singer 2002; Watson and Wooden
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2009), and, in comparison, very few have focused on establishment surveys (Janik and

Kohaut 2012; Seiler 2010; Smaill 2012).

Similar to the household survey longitudinal nonresponse literature, the existing studies

on establishment surveys communicate the importance of understanding characteristics

and patterns of nonresponse to improve survey quality, often through possible

interventions with nonresponding groups. Thus, identifying the characteristics of

nonrespondents is a key objective. The available characteristics used in the studies vary,

but they all attempt to measure business characteristics, such as employment size,

industry, and multi-establishment status, often utilizing auxiliary data available from the

sampling frame or past panel participation. Also, each study analyzes the effect of

response propensity over time differently, depending on the data availability and study

definitions. For example, Seiler (2010) examines the long running effects of time over a

15-year period for the IFO Business panel survey in Germany, finding that the risk of

nonresponse decreases over time, and that employment size and industry predict response,

as well as economic conditions. Janik and Kohaut (2012) investigate nonresponse in the

Institute for Employment Research establishment panel survey in Germany. The authors

note that willingness to participate in the panel survey for the first time is much lower than

response for establishments that have participated at least once. They analyze time by

investigating the response behavior of establishments in the 2006 wave that previously

participated in the survey. Their findings show the importance of establishment

characteristics in predicting refusal to participate, including employment size and

independent company status. They also find several characteristics associated with past

panel experience important: duration of past participation, recent refusal, and a change in

interviewer from the previous wave. Smaill (2012), analyzing the New Zealand Retail

Trade Survey, uses mixture modeling to investigate how the initial response in the first six

months of the survey predicts the probability of response over the subsequent 36 months,

finding that previous response behavior is the most consistent predictor of future response.

Response propensity is most often modeled using a logistic regression model. There are

some disadvantages with using this approach (Phipps and Toth 2012). First, the response

propensity curve may not be logistic, which could lead to inaccurate conclusions. Second,

selecting the variables to use in the logistic model can be challenging, especially if

interactions between available model variables are to be considered. Additionally, the

inclusion of interactions in the model can make it hard to interpret the effect of a variable

on the response rate.

Indeed, the existing longitudinal establishment survey studies rarely consider interaction

effects when analyzing response propensity. Yet, interactions between characteristics that

define businesses have been found to be important in understanding nonresponse in

establishment surveys. For example, in their analysis of the Occupational Employment

Survey of the U.S. Bureau of Labor Statistics (BLS), Phipps and Toth (2012) find that small,

independent establishments have a high response propensity, while large establishments are

less likely to respond, particularly in certain industries and larger metropolitan areas. As they

note, variable and parametric model selection and interpretation in nonresponse analyses

using many continuous and categorical variables with interactions is difficult. As an

alternative, regression tree methods can be utilized to easily identify and interpret

associations between establishment characteristics and response propensity.
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Morgan and Sonquist (1963) proposed the idea of recursive partitioning in order to

detect the presence of interaction effects between variables in survey data. Several

methods have used this idea to build tree models that automatically produce a partitioning

of the data into groups based on characteristics of the observations. The resulting model is

a linear function of characteristics, where characteristics are defined by successive splits

on the included variables. Thus, any interactions among the variables are automatically

detected and included in the model and their effects on the response rate are easily

interpreted.

The regression tree models used in this analysis are created using the R Package

“Recursive Partitioning for Modeling Survey Data” (rpms) (Toth 2017). The rpms

function builds a tree recursive partitioning using a linear model fit on time in survey for

each node of the tree like those proposed in Su et al. (2004), using an unbiased variable

selection procedure adapted from a method proposed by Hothorn et al. (2006) to account

for sample design. Of the methods examined by Lohr et al. (2015), the method proposed

by Hothorn and colleagues was found to be the best for modeling response propensity.

Since the rpms algorithm uses a stopping rule based on a design consistent hypothesis test

to decide on the number of splits, no pruning is required. All the trees built for the

application used in our analysis use a p-value of .005.

Since surveys used to collect information for official statistics usually attempt to collect

data from a wide variety of establishments, it is important to be able to identify

establishment characteristics associated with and assess the effect of lower response rates.

In this article, we propose a method for carrying out nonresponse analysis of a longitudinal

establishment survey using tree models.

As a motivating example, we analyze the response rate of the 2012 Job Openings and

Labor Turnover Survey (JOLTS). This longitudinal establishment survey conducted by

the BLS collects data every month from a panel of establishments to provide national

estimates of job openings (jobs not filled on the last business day of the month), hires

(additions to payroll during the month), and total separations (from the payroll during the

month; the sum of quits, layoffs, and discharges) in the United States. The JOLTS surveys

approximately 16,000 establishments per month from all 50 states and includes both the

government and private sectors. Once selected, an establishment remains in the survey for

24 months. A new panel of establishments is rotated in and an old panel is rotated out

every month. The JOLTS selects establishments for each panel using a sample stratified by

ownership (private or public), region, industry sector, and employment size class.

Our analysis focuses on three aspects of survey nonresponse, covering time in two ways:

the time periods associated with identification and recruitment phases that are early in the

survey process, as well as a 24-month longitudinal data collection phase. Using regression

trees, we identify establishment characteristics associated with relatively high failure rates

for each of these two phases separately. First, we consider the loss of selected units as they

are being identified and contacted for enrollment as potential survey participants. These

administrative processes, which take place before data collection, are often present in

longitudinal surveys and could cause selected units to be removed before data collection

due to failure to locate or successfully enroll the unit for survey participation.

Second, the analysis focuses on the effect of time on response rates during the data

collection phase. For longitudinal surveys, selected establishments may be more or less
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likely to become nonresponding units the longer they are in the survey. This part of the

analysis models the response rate as a linear function of time-in-survey and uses regression

trees to group establishments based on establishment characteristics with similar

relationships between response rate and time.

The third part of the analysis focuses on the potential for nonresponse bias. If

establishments that do not respond and those that do respond are systematically different

on key outcome variables, nonresponse can raise concerns about the bias and precision of

survey estimates (Kreuter et al. 2010). Thus, an assessment of possible nonresponse bias is

important when carrying out a comprehensive nonresponse analysis for longitudinal

surveys. The subdomains defined by terminal nodes created in the second part of our

analysis could be used to define adjustment cells for nonresponse weight adjustments. In

this part of the analysis, we study the effectiveness of such adjustment cell weighting on

reducing nonresponse bias by systematically comparing differences between respondents

and nonrespondents conditioning on the establishment characteristics identified in the

regression tree analysis.

Section 2 describes the data set and results of modeling the response rates separately for

the address refinement and enrollment phases of the survey. In Section 3, we analyze the

effect of time-in-survey on response rates during the data collection phase. In Section 4,

we present an analysis of potential nonresponse bias for two key survey outcomes (hires

and separations) using proxy variables from the BLS Quarterly Census of Employment

and Wages (QCEW). Section 5 contains a discussion of the main results of the analysis.

2. Identifying Characteristics of Nonresponse at Each Phase of Data Collection

During longitudinal data collection, there are different phases in the collection process

when nonresponse can occur. Identifying the group characteristics of nonresponding

establishments during these phases is important and can lead to the development of

targeted strategies to address nonresponse. The JOLTS data collection process is broken

up into three phases. Each sampled establishment starts with address refinement, where

the BLS data collection center attempts to verify the address and contact information

for the establishment. After the establishment’s address is verified, they are moved

into enrollment, where the establishment is recruited to participate in the survey.

Establishments that have agreed to participate in the survey begin data collection (see

Figure 1). An establishment may be classified as a nonrespondent during any one of these

2012
JOLTS Sample
(n = 194,353)

Address
refinement

(n = 194,343)

Enrollment
(n = 191,489)

Data
collection

(n = 174,666)

Address
nonresponse

1.5%
(n = 2,864)

Enrollment
nonresponse

8.8%
(n = 16,823)

Data
collection

nonresponse
24.6%

(n = 42,894)

Fig. 1. JOLTS response process from the time of sampling through data collection, displaying all potential

opportunities for nonresponse.
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phases and any given month of data collection. By modeling the phases separately, we can

identify and compare establishment characteristics associated with low response rates

during initial contact, recruitment, and data collection; which in turn, allows BLS to make

the best use of resources throughout the data collection process.

We use regression tree models to identify establishment characteristics associated with

low response for each phase of JOLTS. We utilize available characteristics that have been

found to be associated with response propensity, such as establishment size, industry, and

whether the establishment is independent or is part of a larger firm (Tomaskovic-Devey

et al. 1994; Davis and Pihama 2009; Seiler 2010; Janik and Kohaut 2012; Phipps and Toth

2012). These types of establishment characteristic variables are usually contained in the

sampling frames of government agencies and used for sample selection; for this study we

use auxiliary data from QCEW, which is the sample frame for JOLTS. The variables we

consider for the analyses are shown in Table 1.

The data for our study was originally made up of 207,567 JOLTS observations (from

24,158 establishments across 36 panels (eight percent of which were large, influential units

selected into the sample with certainty) collected from January through December of 2012.

An observation in the dataset is a record of the establishment and its reported values for

each month it was in the survey during our twelve-month study period. We excluded

observations from establishments that were out of business (n ¼ 12,734) and/or post

offices (n ¼ 480). Post offices were excluded since the postal service provides data to the

JOLTS as a census by state. We excluded a small number of observations with no record of

any contact or collection attempt, since we are interested in classifying establishments that

do not respond given the opportunity. After removing these records, the final dataset used

for analysis consisted of 194,353 observations (from 22,776 establishments).

2.1. Address Refinement

During address refinement, BLS obtains and verifies the contact information of sampled

establishments by telephone. Establishment contact information is provided by states and

is included as part of the sample frame. By the time the frame is used to draw the sample

Table 1. Establishment characteristics.

Variables Description

Ownership Federal, State, Local government, or Private
Private Government or Private
Sector Industry Sectors (20)
Super Sector Groupings of Industry Sectors (11)
White-Collar Services Information, Professional & Business Services,

and Financial Activities vs. All Other Super Sectors
Certainty Unit Certainty Unit or Not Certainty Unit
Multi-Establishment Multi-Establishment business or a Non

Multi-Establishment business
Size Class 1: 1-9, 2: 10-49, 3: 50-249, 4: 250-999, 5: 1,000-4,999,

or 6: 5,000 þ Employees
Time in Survey Number of Months in Survey (0 ¼ First Month in Survey)

Earp et al.: Nonresponse in a Longitudinal Survey 467



for the JOLTS, this information is at least twelve months old. Most sampled

establishments have some known contact information, but there are a few with little or

no information available. Even in the case where contact information is provided, the

quality and extent vary. A street address is provided for most establishments, and in some

cases a telephone number, but for the majority there is no contact name. Also, when

contact information is available, it may be out of date, given the twelve-month lag time. If

the contact information for an establishment cannot be verified or found by the BLS during

the address refinement phase, these establishments are considered nonrespondents.

While the overall response rate for address refinement is high at 98.5 percent, the

regression tree model, shown in Figure 2, identifies three subgroups with significantly

lower response rates, which are likely candidates for additional effort or prioritization

during this phase. Note that the tree graphs used in this article use a common numbering

convention for the nodes. Starting with the root node at the top (Node 1), given node

numbered n, the left-child is 2n and the right child is 2n þ 1. This ensures that every node

of a tree has a unique number label.

Figure 2 identifies the first two groups with significantly lower response rates as federal

government multi-establishments (94% of federal government establishments are

classified as multi-establishments). In Node 20, federal establishments with 250–999

employees have an average response rate of 80 percent during address refinement, well

below the mean of 98.5 percent. In addition, smaller establishments with 1–249

employees, as well as extremely large establishments with 5,000 or more employees, have

a low average response rate of 90 percent (Node 21). The JOLTS program indicates this is

likely due to two factors: 1) it can be hard to find the correct building for large federal

agencies, and 2) the sampling frame is often missing the addresses and specific locations of

the federal establishments. The third group with lower response rates during address

refinement includes multi-establishments of 50–999 employees in the retail trade sector

with an extremely low response rate of 58 percent (Node 8).

2.2. Enrollment

Once an establishment’s address is verified, it moves into the enrollment phase; otherwise

it does not continue into the subsequent phases (see Figure 1). Enrollment is the second

phase of JOLTS, when interviewers contact establishments and solicit their participation

in the survey. The goal of the enrollment phase is to gain consent from the establishment

to participate in the JOLTS program, which involves providing monthly employment and

turnover data. During enrollment, each establishment is mailed an “introductory packet”

explaining the survey and the importance of their participation; these packets include a

customized cover letter, the JOLTS brochure, a business information guide, a fact sheet

explaining how the data are used, and the JOLTS survey form. About three to five days

after the introductory packet is mailed out, interviewers follow-up by calling the

establishment to solicit participation (Bureau of Labor Statistics 2015).

The response rates modeled during the enrollment phase are conditional on

establishments responding during the address refinement phase. The conditional response

rate during enrollment at 91.2 percent is still quite high, but lower than that of address

refinement. The model shown in Figure 3 identifies two groups with significantly lower
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enrollment response rates that may be candidates for resource allocation during this phase.

The first group includes establishments that are part of multi-establishment firms, privately

owned, and in the white-collar service industries (Node 20), with a conditional response

rate of 81.4 percent – nearly ten percentage points below the average response rate at this

phase. The second group includes establishments that are not part of a multi-establishment

firm, with 250 employees or more, and in white-collar services, with a conditional

response rate of 77.9 percent (Node 44)– 13.3 percentage points below the average

response rate at this phase.

Similar to address refinement, the enrollment model exhibits a significant relationship

between establishment ownership type and industry; in this case, private ownership and

white-collar service sectors have lower response rates. Also similar to address refinement,

the enrollment model shows that being part of a multi-establishment firm is linked to lower

response rates. Both models also exhibit a relationship between larger establishment sizes

($250 employees) and lower response rates. The association between large and multi-

establishments and lower response rates is typical in BLS establishment surveys, and

establishments in the white-collar service industry sectors have been shown to have low

response rates in other BLS surveys (Phipps and Toth 2012).

3. Data Collection

After an establishment is successfully enrolled in the survey, the interviewer schedules

an appointment and moves the unit into the data collection phase, at which point, the

interviewer attempts to collect the requested data. Establishments are asked every month

to report the number of employees, hires, total separations, quits, layoffs, discharges, and

job openings over a 24-month period, except for certainty units that remain in the survey

indefinitely. For the first three months of data collection, most establishments complete the

survey via computer-assisted telephone interviewing (CATI); after that time the data

collection is carried out via the web. As of 2012, about 60 percent of responding

establishments supplied their data through the web, but if the establishment insists on

another mode of data delivery, they are usually accommodated. Offering a variety of

collection methods helps accommodate respondent preferences, which is important, since

the JOLTS is a voluntary survey program.

The next phase of the analysis considers establishment response rates conditional on

having agreed to participate in the survey during the enrollment phase. In order for an

establishment to be counted as a respondent in this phase, we required them to have

provided data that was used for the survey estimates, so at least one of hires, total

separations, or job openings was requisite. Almost every establishment surveyed for

JOLTS either provided both hires and total separations or neither. Also establishments that

provided job openings almost always provide hires and total separations. Therefore, the

tree model for response rates in data collection presented in this section is the same tree we

get if we model response rates of hires or separations separately.

Since the data collection phase typically lasts 24 months, we consider the effect of time

in survey on the response rate. In this section we model the relationship between

establishment characteristics and the effect of time on the response rate. This allows us to

investigate establishment characteristics associated with nonresponse over time, and
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identify respondents that could be subject to attrition over time (Seiler 2010).Though the

rpms package as of this writing only allows linear models in the end node, there could be

potential for further analysis if different functions were possible, such as logistic and

proportional hazards models.

Figure 4 shows the response rates for certainty and non-certainty units over the amount

of time they have been in the survey. While the response rate does not have an obvious

linear trend for either certainty or non-certainty units in aggregate, we can use rpms to

assess if the relationship between time in survey and response rates varies by

establishment characteristics. The model partitions the establishments based on the fit of

the linear model, relating response rate to time in survey. This allows us to create

homogeneous groups of establishments not only in terms of response rates, but also with

regard to the effect of time, which helps in understanding longitudinal survey response.

We modeled the response rates over time in survey for certainty and non-certainty units

separately. The algorithm did not find any linear effect for time in survey on the response

rate for certainty units, resulting in a tree with no splits. However, for non-certainty units,

differences in the effect of time on the response rate became clear through the regression

tree model. The effect of time on the response rate varied depending on establishment

characteristics. Figure 5 shows the model obtained from the rpms algorithm with the linear

equation r(t), the response rate at time t, as well as the initial response rate r(0), and

the predicted response rate for their last month in the survey r(23) given at the bottom of

each node.

Starting at the root node of the tree, we see that the algorithm determined that size class

of the establishment had the biggest impact on the relationship between response rates and

time, separating out establishments in the two smallest size classes, which had the highest

80

60
+ +

+ + + + + +

+

+

+ + +
+ +

+ + + + + +

+
+

+

40R
es

po
ns

e 
ra

te

20

0 5 10

Number of months in survey

15 20 25

+Type of establishment Non-certainty unit Certainty unit

Fig. 4. JOLTS response rate by time in survey for certainty and for non-certainty units.
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initial response rates, from larger establishments. The two smallest size classes were then

split again (into nodes 4 and 5), where the smallest establishments had slightly higher

initial response rates and only half the rate of attrition of establishments with 10–49

employees.

For establishments in the larger size classes, the algorithm then separated out white-

collar service sector establishments (Nodes 12 and 13), which were identified in Phipps

and Toth (2012) as being particularly poor responders as part of a nonresponse analysis for

another government survey. Establishments in these industries have a low initial response

rate and the highest rate of attrition, where we expect the response rate to decrease by over

four percentage points over the 24 months. The algorithm further identified the largest

establishments in this industry (over 250 employees) as having a much lower initial

response rate of 60 percent compared to 71 percent for these establishments with between

50 and 250 employees.

The larger establishments that were not in the white-collar service sector industries split

into private versus government (Local, State, or Federal) establishments. The government

establishments (Node 15) have a high initial response rate for large establishments and

their response rate actually improves over the 24 months in the survey. The privately held

establishments split into medium (between 50 and 249 employees) and large (250 or more

employees) establishments. While the medium establishments have a higher initial

response rate than the larger ones (76% compared to 70%), their rate of attrition leads to a

reduction of three percentage points in response rate, while the response rate of the larger

wc ∈{1}

own ∈{P} own ∈{L, S, F}

wc ∈{0}

size ≤ 2

size ≤ 1

size ≤ 3

size ≤ 3

size > 1

size > 3

size > 3

size > 2

Data collection

node 4 node 5

node 12 node 13 node 15

node 28 node 29

r (23) = 83 r (23) = 80
r (0) = 82

r (0) = 82 − .08t

r (23) = 67

r (t) = 71 − .19t

r (0) = 71
r (23) = 55

r (t) = 60 − .20t

r (0) = 60

r (23) = 72

r (t) = 70 + .08t

r (0) = 70

r (23) = 82

r (t) = 80 + .09t

r (0) = 80

r (23) = 73

r (t) = 76 − .11t

r (0) = 76

r (0) = 84

r (t) = 84 − .04t

Legend:

Size:
1: 1–9, 2: 10–49, 3: 50–249, 4: 250–999, 5: 1,000–4,999, or 6: 5,000+ Employees

WC:
0: Not White Collar Service Sector, 1: White Collar Service Sector

Own:
0: Not-Privately Owned, 1: Privately Owned F: Federal, S: State, L: Local

Fig. 5. Regression tree model of establishment responserate by time (during data collection). Note that since

we assess the linear relationship between establishment size and nonresponse bias in Section 4 of the paper,

establishment size is treated as a continuous variable in the preceding Data Collection tree model.
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establishments of this type improves by two percentage points over the 24 months in the

survey.

4. Assessing Nonresponse Bias in the Overall Sample

Each of the models in the previous sections provide useful information that can be used to

allocate resources and collection efforts to lower response propensity groups at each stage

of the JOLTS survey process. However, what they do not tell us is where we are likely

to see error in the estimates due to nonresponse. An estimate that has been adjusted for

heterogeneous response rates, using establishment characteristics, could still be biased if,

conditioned on the establishment characteristics, the response rates of the establishments

are related to the variable of interest. For example, the JOLTS estimate of hires would be

biased downward if establishments with the most hires, conditioned on the establishment’s

characteristic variables, respond at a lower response rate than establishments with fewer

hires.

In this section, we assess the possible bias for two of the JOLTS estimates (hires and

separations) conditioned on the establishment characteristics associated with response

rate. This is done by considering the difference in the mean of the variable of interest

between responding and nonresponding units for each size class within each end node of

the tree in Figure 5. If we find evidence of a difference in the mean of the variable of

interest between respondents and nonrespondents within cells of homogeneous response

rates, this could indicate a potential for nonresponse bias to remain in the estimate of total

hires (or separations) even after adjusting for nonresponse using the observed data.

Since we do not observe the variable of interest for the nonresponding units, this

analysis cannot be done using only the JOLTS data. The Quarterly Census of Employment

and Wages (QCEW) data, which is used by JOLTS for a sampling frame, includes monthly

employment counts for every establishment. The QCEW employment dataset is available

about six months after JOLTS produces its monthly estimates, so it cannot be used to

improve JOLTS estimates, but may be used to assess their quality.

Using the change in the QCEW employment count data, we compute the net gain (or

loss) of employees for every establishment over a given month. Reasoning that

establishments with a large net increase in employees probably have more hires than

establishments with no increase in employment on average (after all, they must have had at

least as many hires as the net increase), we use the computed change in employment level

from the QCEW data as a proxy for hires (and separations) in our nonresponse analysis.

There are difficulties with using this difference directly as a proxy. First, the JOLTS

collects the number of hires (and separations) for a given calendar month, and the QCEW

data has employment counts for the pay period covering the twelfth of the month, so the

timeframes for which hires and separations are being measured are different. Additionally,

a small increase or even a decrease in employment does not imply few hires because there

could have been a large number of separations as well. However, empirically, there is a

relationship between change in employment and hires, indicating that the variables are

predictive of survey outcome variables of interest (Kreuter et al. 2010).

Every establishment with a net increase of employment that is in the highest quartile

in its size class, we label as in the high-hire (H) group. Using the JOLTS data collected
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from the responding units, we calculate the mean number of hires for establishments in the

high-hire group, and the mean number of hires for establishments not in that group (we

label this Group L) by size class. Figure 6 shows the difference in the mean hires for

establishments in the high-hire group (Group H) compared to the mean for the rest of the

establishments by month and size class. The difference varies by month, but the average

number of hires is larger in Group H than Group L for every month and in every size class.

The difference in average total separations is also variable, and except for the 1,000–4,999

size class in the month of December, is all positive. This gives us sufficient assurance that,

for a class of establishments, if the proportion of responding establishments in the high-

hire group is differs greatly from the proportion in the high-hire group overall, then we

could have the potential for nonresponse bias.

Assuming this observed relationship between net employment calculated from the

administrative data and hires calculated from the JOLTS data holds for nonresponding

establishments as well, we can use this relationship to estimate the potential contributed

nonresponse bias at each adjustment cell (defined as each end node by size class). Since

our target estimate (hires or separations) is a function of the estimated conditional

mean number of hires per establishment (Y 0), we can assess the possibility of bias due to

nonresponse by considering the difference Y 0o 2 Y 0; between the conditional mean using

the observed data Y 0o and the conditional mean for all the data Y 0. Since

Y 0 ¼ Y 0Hpþ Y 0Lð1 2 pÞ;

where p is the proportion of establishments in the (high-hires) Group H, Y 0H represents the

mean of establishments in Group H and Y 0L is the mean of establishments not in Group H.

If we assume that the difference in average number of hires for establishments in the

high-hire group versus that of establishments not in Group H is the same for responding

and nonresponding units, then

Y 0o 2 Y 0 ¼ Y 0Hpo þ Y 0Lð1 2 poÞ2 Y 0Hp 2 Y 0Lð1 2 pÞ

¼ ðY 0H 2 Y 0LÞð po 2 pÞ;

where po is the proportion of observed (responding) units that are in Group H. Then our

estimated bias for the total number of hires based on the observed data is

u ¼ NðY 0H 2 Y 0LÞð po 2 pÞ:

In order to evaluate the significance of these estimates of expected bias, we need a standard

error for our estimator u. For fixed proportions po and p and population total N, the

standard error of u is given by

SEðuÞ ¼ Nojpo 2 pj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2
H

nH

þ
S2

L

nL

;

s

where S2
H , nH , S2

L, and nL are the sample variance of the mean hires and number of

responding establishments in the high-hire and low-hire groups respectively. These

standard errors account for the JOLTS complex sample design and weighting when the

proportions are considered fixed.
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We calculated the statistic (u) for every size class in every end node of the tree in

Figure 5 by month. Based on the 95 percent confidence intervals of these statistics, we saw

no real risk of bias due to nonresponse. While this is good news for the JOLTS survey for

two of the key estimates, this analysis should be conducted regularly to ensure no pattern

of consistently over-representing either high- or low-hire (or separation) group develops in

the future for a class of establishments. Also, note that we are not able to carry out a similar

nonresponse bias analysis for a third key estimate, job openings, due to the lack of a proxy

variable, so the possibility of bias remains for that important outcome.

5. Discussion

This study provides a comprehensive framework for assessing establishment nonresponse

in a longitudinal survey. We identify and compare the characteristics of nonresponding

establishments across the various phases of data collection – both before and during data

collection. At all phases, we find that employment size, structure (being part of a multi-

establishment firm), ownership and industry are associated with nonresponse. While these

establishment characteristics have been identified as important in understanding

nonresponse in other longitudinal studies (Janik and Kohaut 2012; Seiler 2010; Smaill

2012), the regression tree models provide us with a tool to identify and interpret critical

interactions between these business characteristics, and response propensity. The groups

formed by regression trees are highly interpretable, allowing for allotment of resources to

identified subgroups that have low response rates.

By looking at nonresponse separately for each collection phase, we observe that the

specific characteristics of nonrespondents vary, which helps us to better understand when

and for what type of establishment nonresponse is an issue. For example, the results for

JOLTS suggest that directing efforts toward federal government establishments during

data collection would not be nearly as effective as doing so during address refinement.

Also, waiting to target white-collar service sector establishments until enrollment is a

potential strategy, since there is less difficulty locating and verifying addresses and contact

information compared to gaining their participation in the survey. It is also helpful to

know, prior to sampling and initial contacts, that employment size and structure are

negatively associated with low response at each phase.

Using the rpms tree model, we model the effect of time in survey on response rates

during data collection, so that we can determine which establishments require more

follow-up at the beginning and over the course of the survey to ensure that they respond.

For non-certainty units, the tree algorithm identifies important relationships between

response rate and time, involving establishment size, industry and ownership. Small

establishments have high initial response rates and low attrition, large establishments in

white collar services have low initial response rates and a high rate of attrition, and

government establishments have high initial response rates and actually increase response

over time. These patterns are distinct and can be used to help the survey program

determine when they need to focus their calling efforts.

To assess nonresponse bias, we are able to link the results from the data collection

regression tree model to QCEW proxy data. This enables us to determine whether there

are groups of establishments with similar response and time effects for which the
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distributions of hires and separations vary for respondents versus nonrespondents

indicating potential bias. While we find little evidence of nonresponse bias in two key

estimates, we are unable to assess a third outcome variable. Since establishment

surveys differ on the key estimates, they produce potential proxy variables that are not

always easily identified and developed from existing sampling or alternative frames.

Another approach is to utilize model-based methods, such as the proxy pattern-mixture

model approach presented in Andridge and Little (2011) and Andridge and Thompson

(2015). Since the predictor variables for the response rates are available for all

sampled units and if the available frame data covariates are correlated with the

variables of interest, then the potential effects of nonresponse bias could be assessed

using the fraction of missing information (FMI) obtained from maximum likelihood or

multiple imputation. Likewise, Wagner (2010) and Wagner (2012) contain alternative

approaches to estimating the FMI from survey data for the similar nonresponse bias

analysis purposes.

This type of retrospective analysis is important. However, there are ways of using these

same identified characteristics on an ongoing basis to monitor the potential for

nonresponse bias. Examples include the R-indicator and partial R-indicators (Schouten

et al. 2009, Schouten, Shlomo, and Skinner 2011), which measure the deviation of the

sample from missing-completely-at-random using modeled response propensities, the

balance and distance indicators proposed by Särndal (2011) and Särndal and Lundquist

(2014). Here, the distance measure is analogous to the comparison provided in Section 4,

and the Fraction of Missing Information as proposed in Wagner (2012), if some or all of

the identified characteristics are also predictive of outcome.

Since minimizing bias is critical to the quality of survey estimates and response rates

remain important in maintaining stakeholder confidence, the framework we have set out to

examine establishment survey longitudinal nonresponse has the potential to be a useful

tool in analyzing and improving the efficiency of many longitudinal surveys. Most

establishment sample frames have rich auxiliary variables to assess the relationships

between business characteristics and nonresponse, including bias, allowing the surveys to

benefit from this type of analysis. In an era of declining resources, determining the timing

of nonresponse for establishment subgroups allows survey programs to experiment with

and tailor interventions with the goal of most efficiently allocating resources or

dynamically shifting resources as part of an adaptive data collection plan.
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