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#### Abstract

Both registers and surveys can contain classification errors. These errors can be estimated by making use of a composite data set. We propose a new method based on latent class modelling to estimate the number of classification errors across several sources while taking into account impossible combinations with scores on other variables. Furthermore, the latent class model, by multiply imputing a new variable, enhances the quality of statistics based on the composite data set. The performance of this method is investigated by a simulation study, which shows that whether or not the method can be applied depends on the entropy $R^{2}$ of the latent class model and the type of analysis a researcher is planning to do. Finally, the method is applied to public data from Statistics Netherlands.


## 1. Introduction

National Statistical Institutes (NSIs) often use large data sets to estimate population tables covering many different aspects of society. One way to create these rich data sets as efficiently and cost effectively as possible is to utilize already available register data. This has several advantages. First, known information is not collected again by means of a survey, saving collection and processing costs, as well as reducing the burden on the respondents. Second, registers often contain very specific information that could not have been collected by surveys (Zhang 2012). Third, statistical figures can be published more quickly, as conducting surveys can be time consuming. However, when more information is required than is already available, registers can be supplemented with survey data (De Waal 2016). Caution is then advised, as surveys likely contain classification errors. When a data set is constructed by integrating information at microlevel from both registers and surveys, we call this a composite data set. More information
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on how to construct such a composite data set can be found in Zhang (2012) and Bakker (2010). Composite data sets are used by, among others, the Innovation Panel (Understanding Society 2016), the Millennium Cohort Study (UCL Institute of Education 2007), the Avon Longitudinal Study of Parents and Children (Ness 2004), the System of Social Statistical Databases of Statistics Netherlands, and the 2011 Dutch Census (Schulte Nordholt et al. 2014).

When using registers for research, we should be aware that they are collected for administrative purposes so they may not align conceptually with the target and can contain process delivered classification errors. These may be due to mistakes made when entering the data, delays in adding data to the register (Bakker 2009) or differences between the variables being measured in the register and the variable of interest (Groen 2012). This means that both registers and surveys may contain classification errors, although originating from different types of sources. This assumption is in contrast to what many researchers assume, namely that either registers or surveys are error-free. To illustrate, Schrijvers et al. (1994) used registers to validate a postal survey on cancer prevalence, Turner et al. (1997) used Medicare claims data to validate a survey on health status, and Van der Vaart and Glasner (2007) used optician database information to validate a telephone survey. In contrast, Jörgren et al. (2010) used a survey to validate the Swedish rectal cancer registry and Robertsson et al. (1999) used a postal survey to validate the Swedish knee arthroplasty register. Since neither surveys or registers are free of error, it is most realistic to approach them both as such. Therefore, we aim to develop a method which incorporates information from both to estimate the true value, without assuming that either one of them is error-free.

To distinguish between two types of classification errors, we classify them as either visibly or invisibly present. Both types can be estimated by making use of new information that is provided by the composite data set. Invisibly present errors in surveys or registers can be detected when responses on both are compared in the composite data set. Differences between the responses indicate that there is an error in one (or more) of the sources, although it is at this point unclear which score(s) exactly contain(s) error. The name 'invisibly present errors' is given because these errors could not have been seen in a single data set. They can be dealt with by estimating a new value using a latent variable model. To estimate these invisibly present errors using a latent variable model, multiple indicators from different sources within the composite data that measure the same attribute are used. This approach has previously been applied using structural equation models (Bakker 2012; Scholtus and Bakker 2013), latent class models (Biemer 2011; Guarnera and Varriale 2016; Oberski 2015) and latent markov models (Pavlopoulos and Vermunt 2015). Latent variable models are typically used in another context, namely as a tool for analysing multivariate response data (Vermunt and Magidson 2004).

Covariates (variables within the composite data set that measure something other than the attribute of interest) can help improve the latent variable model. Some errors can then be observed already when an impossible combination between a score on the attribute and a covariate is detected, which we define as a visibly present error. The name 'visibly present errors' is given here because (some of) these errors are visible in a single data set. An example of a combination which is not allowed is the score "own" on the variable home ownership and the score "yes" on the variable rent benefit. Such an, in practice,
impossible combination can be replaced by a combination that is deemed possible. Whether a combination of scores is possible and therefore "allowed" is commonly listed in a set of edit rules. An incorrect combination of values can be replaced by a combination that adheres to the edit rules. Different types of methods are used to find an optimal solution for different types of errors (De Waal et al. 2012). For errors caused by typing, signs or rounding, deductive methods have been developed by Scholtus (2009, 2011). For random errors, optimization solutions have been developed such as the Fellegi-Holt method for categorical data, the branch-and-bound algorithm, the adjusted branch-andbound algorithm, nearest-neighbour imputation (De Waal et al. 2011, 115-156) and the minimum adjustment approach (Zhang and Pannekoek 2015). Furthermore, imputation solutions, such as nonparametric Bayesian multiple imputation ( Si and Reiter 2013) and a series of imputation methods discussed by Tempelman (2007) can be used.

The solutions discussed two paragraphs above for invisibly present errors are not tailored to handle the invisibly and visibly present errors simultaneously, and they do not offer possibilities to take the errors into account in further statistical analyses; they only give an indication of the extent of the classification errors. In addition, uncertainty caused by both visibly and invisibly present errors is not taken into account when further statistical analyses are performed. An exception is the method developed by Kim et al. (2015), which simultaneously handles invisibly and visibly present errors using a mixture model in combination with edit rules for continuous data, and which has been extended by Manrique-Vallier and Reiter (2016) for categorical data. This method allows for an arbitrary number of invisible errors based on one file and one measurement, whereas we consider multiple linked files with multiple measurements of an attribute. Any method dealing with visibly or invisibly present classification errors should account for the uncertainty created by these errors. This can be done by making use of multiple imputations (Rubin 1987), and has previously been used in combination with solutions for invisibly present errors (Vermunt et al. 2008) and visibly present errors (Si and Reiter 2013; Manrique-Vallier and Reiter 2013).

We propose a new method that simultaneously handles the three issues discussed: it handles both visibly and invisibly present classification errors and it incorporates them both, as well as the uncertainty created by them, when performing further statistical analysis. By comparing responses on indicators measuring the same attribute in a composite data set we allow the estimation of the number of invisibly present errors using a Latent Class (LC) model. Visibly present errors are handled by making use of relevant covariate information and imposing restrictions on the LC model. In the hypothetical cross table between the attribute of interest and the restriction covariate, the cells containing a combination that is in practice impossible are restricted to contain zero observations. These restrictions are imposed directly when the LC model is specified. To also take uncertainty created by the invisibly and visibly present errors into account when performing further statistical analyses, we make use of Multiple Imputation (MI). Because MI and LC are combined in this new method, the method will be further denoted as MILC.

In the following section, we describe the MILC method in more detail. In the third section, a simulation study is performed to assess the novel method. In the fourth section, we apply the MILC method on a composite data set from Statistics Netherlands.

## 2. The MILC Method

The MILC method takes visibly and invisibly present errors into account by combining Multiple Imputation (MI) and Latent Class (LC) analysis. Figure 1 gives a graphical overview of this procedure. The method starts with the original composite data set comprising $L$ measures of the same attribute of interest. In the first step, $m$ bootstrap samples are taken from the original data set. In the second step, an LC model is estimated for every bootstrap sample. In the third step, $m$ new empty variables are created in the original data set. The $m$ empty variables are imputed using the corresponding $m$ LC models. In the fourth step, estimates of interest are obtained from the $m$ variables and in the last step, the estimates are pooled using Rubin's rules for pooling (Rubin 1987, 76). These five steps are now discussed in more detail.

The MILC method starts by taking $m$ bootstrap samples from the original composite data set. These bootstrap samples are drawn because we want the imputations we create in a later step to take parameter uncertainty into account. Therefore, we do not use one LC model based on one data set, but we use $m$ LC models based on $m$ bootstrap samples of the original data set (Van der Palm et al. 2016).


Fig. 1. Procedure of latent class multiple imputation for a multiply observed variable in a composite data set.

In the next step, we make use of LC analysis to estimate both visibly and invisibly present classification errors in categorical variables. We first link several data sets by unit identifiers, resulting in a composite data set matched on a common core set of identifiers (discarding all records where no match is obtained), and group variables measuring the same attribute present on more than one of the original source data sets. For each of the variable groups, we build a single latent variable (denoted by $X$ ) representing the underlining true measure, assuming discrepancies between different sourced measures.

For example, we have $L$ dichotomous indicator variables $\left(Y_{1}, \ldots, Y_{L}\right)$ measuring the same attribute home ownership ( $1=$ "own", $2=$ "rent") in multiple data sets linked on unit level. Differences between the responses of a unit are caused by what we described as invisibly present classification error in one (or more) of the indicators. Since the indicators all have an equal number of categories ( $C$ ), we fix the number of categories of the latent variable $X$ to $C$.

The LC model we then build using the indicator variables is based on five assumptions. The first assumption pertains to the marginal response pattern $\mathbf{y}$, which is a vector of the responses to the given indicators. For example, we have three indicators measuring home ownership, the response pattern $\mathbf{y}$ can be "own", "own", "rent". We assume here that the probability of obtaining this specific marginal response pattern $P(\mathbf{Y}=\mathbf{y})$ is a weighted average of the $X$ class specific probabilities $P(\mathbf{Y}=\mathbf{y} \mid X=x)$ :

$$
\begin{equation*}
P(\mathbf{Y}=\mathbf{y})=\sum_{x=1}^{C} P(X=x) P(\mathbf{Y}=\mathbf{y} \mid X=x) \tag{1}
\end{equation*}
$$

Here, $P(X=x)$ denotes the proportion of units belonging to category $x$ in the underlying true measure, where $x$ might be "own", the proportion of the population owning their own house.

The second assumption is that the observed indicators are independent of each other given a unit's score on the underlying true measure. This means that when a mistake is made when filling in a specific question in a survey, this is unrelated to what is filled in for the same question in another survey or register. This is called the assumption of local independence,

$$
\begin{equation*}
P(\mathbf{Y}=\mathbf{y} \mid X=x)=\prod_{l=1}^{L} P\left(Y_{l}=y_{l} \mid X=x\right) \tag{2}
\end{equation*}
$$

Combining Equation (1) and Equation (2) yields the following model for response pattern $P(\mathbf{Y}=\mathbf{y})$ :

$$
\begin{equation*}
P(\mathbf{Y}=\mathbf{y})=\sum_{x=1}^{C} P(X=x) \prod_{l=1}^{L} P\left(Y_{l}=y_{l} \mid X=x\right) \tag{3}
\end{equation*}
$$

The model parameters $\left(P(X=x)\right.$ and $P\left(Y_{l}=y_{l} \mid X=x\right)$ ) are estimated by Maximum Likelihood (ML). To find the ML estimates for the model parameters, Latent Gold uses both the Expectation-Maximization and the Newton-Raphson algorithm (Vermunt and Magidson 2013a).

In Equation (3), only the indicators are used to estimate the likelihood of being in a specific true category. However, it is also possible to make use of covariate information to estimate the LC model. The third assumption we then make is that the measurement errors are independent of the covariates. An example of a covariate which can help in identifying whether someone owns or rents a house is marital status, this covariate is denoted by $Q$ and can be added to Equation (3):

$$
\begin{equation*}
P(\mathbf{Y}=\mathbf{y} \mid Q=q)=\sum_{x=1}^{C} P(X=x \mid Q=q) \prod_{l=1}^{L} P\left(Y_{l}=y_{l} \mid X=x\right) \tag{4}
\end{equation*}
$$

Covariate information can also be used to impose a restriction on the model, to make sure that the model does not create a combination of a category of the "true" variable and a score on a covariate that is in practice impossible. For example, when an LC model is estimated to measure the variable home ownership using three indicator variables and a covariate (denoted by $Z$ ) measuring rent benefit, the impossible combination of owning a house and receiving rent benefit should not be created.

Throughout the article, we compare four approaches that researchers might administer when performing analyses using composite data sets containing classification errors and edit restrictions. In the first approach, researchers completely ignore the composite data structure and directly use one variable (which measures a construct that is measured by other variables in the composite data set as well) to obtain estimates of interest, for example a cross-table proportion or a logistic regression coefficient. In the second approach, researchers use an LC model to correct for classification errors, but are not aware of the edit restriction. The LC model used in this approach is equal to Equation (4); we call this the unconditional model. In the third approach, researchers are aware of the edit restriction, but they assume that including the restriction covariate $(Z)$ in the LC model is enough to account for this; they do not explicitly mention the restriction itself. We call this the conditional model:

$$
\begin{equation*}
P(\mathbf{Y}=\mathbf{y} \mid Q=q, Z=z)=\sum_{x=1}^{C} P(X=x \mid Q=q, Z=z) \prod_{l=1}^{L} P\left(Y_{l}=y_{l} \mid X=x\right) \tag{5}
\end{equation*}
$$

Only in the fourth approach, the restriction is imposed directly in the LC model to fix the cell proportion of the impossible combination to 0 ; we call this the restricted conditional model. In the example where $Z$ measures rent benefit, and the latent "true" variable measures home ownership, the imposed restriction is:

$$
\begin{equation*}
P(X=\text { own } \mid Z=\text { rent benefit })=0 \tag{6}
\end{equation*}
$$

By using such a restriction, we can take impossible combinations with other variables into account, while we estimate an LC model for the underlying true measure. The restriction is imposed by specifically denoting which cell in the cross-table between the covariate and the latent variable should contain zero observations and giving this cell a weight of 0 , resulting in constrained estimation (Vermunt and Magidson 2013b).

By specifying a model as in Equation (4) or in Equation (5), we assume that the covariate measure is in fact error-free, which is the fourth assumption we make. A fifth
assumption is that the edit rules applied are hard edit rules, in contrast to soft edit rules where there is a small probability that the edit is in fact possible. These five assumptions (assumption that $P(\mathbf{Y}=\mathbf{y})$ is a weighted average of $P(\mathbf{Y}=\mathbf{y} \mid X=x)$; assumption of local independence; assumption that measurement errors are independent of covariates; assumption that the covariate is error-free; assumption of hard edits) are specific for the LC model we use.

However, in practice it is very likely that one of these assumptions is not met. For example, with the assumption of local independence, we assume that when a mistake is made in one indicator, this is unrelated to the answers on other indicators. This assumption is probably met when one indicator originates from a survey and another from a register. If two indicators both originate from surveys, it is much more likely that a respondent makes the same mistake in both surveys, this assumption would then not be met. We can also think of situations where the assumption that misclassification is independent of covariates is not met. For example with tax registration by businesses, the number of delays and mistakes tends to be related to company size, since appropriate administration is better institutionalized in larger companies. The assumption that a covariate is free of error is in practice almost never met, since all sources always contain some error. The last assumption made is that the edits applied are hard edits. In some cases soft edits might be more appropriate, for example when a combination of scores is highly unlikely but not impossible, such as the combination of being ten years old and having graduated from high school.

Luckily these assumptions can be relaxed by specifying more complex LC models. However, whether you are able to relax these assumptions depends on your specific data structure. More specifically, it depends on whether your model is still identifiable. Unfortunately, model identifiability is not straightforward. For example, a model with three dichotomous indicators is identifiable, while a model with two dichotomous indicators is not. Adding a covariate to this model would make it identifiable. Adding a restriction to a model can also help to make an unidentifiable model identifiable. Since it is not possible to present general recommendations here, we refer to Biemer (2011) for more information about model identifiability. Examples of complex latent variable models which incorporate the different assumptions discussed in official statistics data sets are Pavlopoulos and Vermunt (2015) and Scholtus and Bakker (2013). Model identification can be checked in Latent Gold by assessing whether the Jacobian of the likelihood is full rank at a larger number of random parameter values (Forcina 2008). All models in this article were confirmed to be identifiable.

How missing values in the indicators and covariates are handled is also dependent on model specification. We specified the model as such that the indicators are part of the estimation procedure. Missing values are therefore handled by Full Information Maximum Likelihood (FIML) (Vermunt and Magidson 2013b, 51-52). Covariates are treated as fixed and listwise deletion will be applied to missing values here.

By applying Bayes' rule to the LC models from Equation (4), Equation (5), or Equation (6), posterior membership probabilities can be obtained. These posterior membership probabilities represent the probability of being in an LC given a specific combination of scores on the indicators and covariates $(P(X=x \mid Y=y, Q=q, Z=z)$ ).

For example, the posterior membership probabilities for the conditional model are obtained by:

$$
\begin{equation*}
P(X=x \mid Y=y, Q=q, Z=z)=\frac{P(X=x \mid Q=q, Z=z) \prod_{l=1}^{L} P\left(Y_{l}=y_{l} \mid X=x\right)}{\sum_{x=1}^{C} P(X=x \mid Q=q, Z=z) \prod_{l=1}^{L} P\left(Y_{l}=y_{l} \mid X=x\right)} \tag{7}
\end{equation*}
$$

These posterior membership probabilities can be used to impute latent variable $X$. To distinguish between the unobserved latent variable $X$, described by the LC model, and the variable after imputation, we denote this imputed variable by $W$. Different methods exist to obtain $W$. An example is modal assignment, where each respondent is assigned to the class for which its posterior membership probability is the largest. To correctly incorporate uncertainty caused by the classification errors, we use multiple imputation to estimate $W$. We first create $m$ empty variables $\left(W_{1}, \ldots, W_{m}\right)$ and we impute them by drawing one of the LCs by sampling from the posterior membership probabilities from the $m$ LC models.

With the restricted conditional model, we want to make sure that cases are not assigned to categories on the latent "true" variable which would result in impossible combinations with scores on other variables, such as the combination "rent benefit" $\times$ "own". Therefore, the restriction set in Equation (6) is also used here.

After we created $m$ variables by imputing them using the posterior membership probabilities obtained from each of the $m$ LC models, the estimates of interest can be obtained. For example, we can be interested in a cross table between imputed "true" variable $W$ and covariate $Z$, where our estimate of interest $\hat{\theta}$ can be the cell proportion $P(W=1, Z=1)$. The $m$ estimates of $\hat{\theta}$ can now be pooled by making use of the rules defined by Rubin for pooling (Rubin 1987, 76). The pooled estimate is obtained by

$$
\begin{equation*}
\hat{\theta}=\frac{1}{m} \sum_{i=1}^{m} \hat{\theta}_{i} . \tag{8}
\end{equation*}
$$

The total variance is estimated as

$$
\begin{equation*}
\mathrm{VAR}_{\text {total }}=\overline{\mathrm{VAR}}_{\text {within }}+\mathrm{VAR}_{\text {between }}+\frac{\mathrm{VAR}_{\text {between }}}{m} \tag{9}
\end{equation*}
$$

where $\overline{\mathrm{VAR}}_{\text {within }}$ is the within imputation variance calculated by

$$
\begin{equation*}
\overline{\mathrm{VAR}}_{\text {within }}=\frac{1}{m} \sum_{i=1}^{m} \mathrm{VAR}_{\text {within }_{i}} \tag{10}
\end{equation*}
$$

$\mathrm{VAR}_{\text {withini }_{i}}$ is estimated as the variance of the proportion of $\hat{\theta}_{i}$,

$$
\begin{equation*}
\frac{\hat{\theta}_{i} \times\left(1-\hat{\theta}_{i}\right)}{N} \tag{11}
\end{equation*}
$$

where $N$ is the number of units in the composite data set, and $\mathrm{VAR}_{\text {between }}$ is calculated by

$$
\begin{equation*}
\mathrm{VAR}_{\text {between }}=\frac{1}{m-1} \sum_{i=1}^{m}\left(\hat{\theta}_{i}-\hat{\theta}\right)\left(\hat{\theta}_{i}-\hat{\theta}\right)^{\prime} \tag{12}
\end{equation*}
$$

Besides the uncertainty caused by missing or conflicting data represented by the spread of parameter estimate values, $\mathrm{VAR}_{\text {between }}$ also contains parameter uncertainty, which was introduced by the bootstrap performed in the first step of the MILC method.

## 3. Simulation

### 3.1. Simulation Approach

To empirically evaluate the performance of MILC, we conducted a simulation study using R (R Core Team 2014). We start by creating a theoretical population using Latent Gold (Vermunt and Magidson 2013a) containing five variables: three dichotomous indicators ( $Y_{1}, Y_{2}, Y_{3}$ ) measuring the latent dichotomous variable ( $X$ ); one dichotomous covariate ( $Z$ ) which has an impossible combination with a score of the latent variable; and one other dichotomous covariate $(Q)$. The theoretical population is generated using the restricted conditional model. When samples are drawn, it can happen that the LC model estimated from a sample assigns a non-zero probability to an impossible combination, so these errors are due to sampling. Furthermore, variations are made in the generated data sets according to scenarios described in the following sections.

When evaluating an imputation method, the relation between the imputed latent variable and other variables should be preserved since these relations might be the subject of research later on. When investigating the performance of MILC, there are two relations we are particularly interested in. We are interested in the relation between the imputed latent variable $W$ and the covariate $Z$, which has an impossible combination with a score on the latent variable. The four cell proportions of the $2 \times 2$ table are denoted by: $W 1 \times Z_{1}$, $W_{2} \times Z_{1}, W_{1} \times Z_{2}$ and $W_{2} \times Z_{2}$. The cell $W_{1} \times Z_{2}$ is the impossible combination, and should contain 0 observations. We compare the cell proportions of a $2 \times 2$ table of the population latent variable $X$ and $Z$ with the cell proportions of a table of the imputed latent variable $W$ and $Z$ from the samples. Furthermore, we are interested in the relation between $W$ and covariate $Q$. To investigate this relation, we compare the coefficient of a logistic regression of the latent population variable $X$ on $Q$ with the logistic regression coefficient of the imputed $W$ regressed on $Q$.

To investigate these relations, we look at three performance measures. First, we look at the bias of the estimates of interest. The bias is equal to the difference between the average estimate over all replications and the population value. Next, we look at the coverage of the $95 \%$ confidence interval. This is equal to the proportion of times that the population value falls within the $95 \%$ confidence interval constructed around the estimate over all replications. To confirm that the standard errors of the estimates were properly estimated, the ratio of the average standard error of the estimate over the standard deviation of the 1,000 estimates was also examined.

We expect the performance of MILC to be influenced by the measurement quality of the indicators, the marginal distribution of covariates $Z$ and $Q$, the sample size, and the number of multiple imputations. The quality of the indicators is represented by classification probabilities. They represent the probability of a specific score on the indicator given the latent class. If the quality of the indicators is low, it will be more difficult for MILC to assign cases to the correct latent classes.

From Geerdinck et al. (2014) we know that classification probabilities of 0.95 and higher can be considered realistic for population registers. Pavlopoulos and Vermunt (2015) detected a classification probability of 0.83 in the Dutch Labour Force Survey. We investigate a range of classification probabilities around the values found, from 0.70 to 0.99. The marginal distribution of $Z, P(Z)$, is also expected to influence the performance of MILC. A higher value for $P(Z=2)$ can give, for example, more information to the latent class model to assign scores to the correct latent class. Sample size may influence the standard errors and thereby the confidence intervals. The performance of MILC can also depend on the number of multiple imputations. Investigation of several multiple imputation methods have shown that five imputations are often sufficient (Rubin 1987). However, with complex data, it can be the case that more imputations are needed. As a result, the simulation conditions can be summarized as follows:

- Classification probabilities: $0.70 ; 0.80 ; 0.90 ; 0.95 ; 0.99$.
- $P(Z=2)$ : $0.01 ; 0.05 ; 0.10 ; 0.20$.
- Sample size: 1,$000 ; 10,000$.
- Logit coefficients of $X$ regressed on $Q$ of $\log (0.45 /(1-0.45)=-0.2007$, $\log (0.55 /(1-0.55)=0.2007$ and $\log (0.65 /(1-0.65)=0.6190$ corresponding to estimated odds ratio of $0.81,1.22$ and 1.86 . The intercept was fixed to 0
- Number of imputations: 5; 10; 20; 40.

To illustrate the measurement quality corresponding to different conditions, Figure 2 shows the entropy $R^{2}$ of the models under different values for $P(Z=2)$ and classification probabilities. The entropy indicates how well one can predict class membership based on


Fig. 2. Entropy $R^{2}$ of the unconditional and conditional model with different values for the classification probability and $P(Z=2)$. The restricted conditional model has the same entropy $R^{2}$ as the conditional model because the models contain the same variables.
the observed variables, and is measured by:

$$
\begin{equation*}
E N(\alpha)=-\sum_{j=1}^{N} \sum_{x=1}^{X} \alpha_{j x} \log \alpha_{j x} \tag{13}
\end{equation*}
$$

where $\alpha_{j x}$ is the probability that observation $j$ is a member of class $x$, and $N$ is the number of units in the composite data set. Rescaled with values between 0 and 1 , entropy $R^{2}$ is measured by

$$
\begin{equation*}
R^{2}=1-\frac{E N(\alpha)}{N \log X} \tag{14}
\end{equation*}
$$

where 1 means perfect prediction (Dias and Vermunt 2008). The conditional and the restricted conditional model have the same entropy $R^{2}$ because these models contain the same variables. All models with classification probabilities of 0.90 and above have a high entropy $R^{2}$ and are able to predict class membership well. When the classification probabilities are 0.70 , the entropy $R^{2}$ is especially low. However, for the conditional and the restricted conditional model, the entropy $R^{2}$ under classification probability 0.70 increases as $P(Z=2)$ increases. A larger $P(Z=2)$ means that covariate $Z$ contains more information for predicting class membership. Because covariate $Z$ is not in the unconditional model, it makes sense that entropy $R^{2}$ remains stable for different values of $P(Z=2)$ under this model. Furthermore, Figure 2 demonstrates that the performance of MILC is evaluated over an extreme range of entropy $R^{2}$ values and gives an indication of what we can expect from the MILC method under different simulation conditions.

### 3.2. Simulation Results

In this section we discuss our simulation results in terms of bias, coverage of the $95 \%$ confidence interval, and the ratio of the average standard error of the estimate over the standard deviation of the estimates. We do this in three sections. In the first section we discuss the $2 \times 2$ table of the imputed latent variable $W$ and restriction covariate $Z$. In the second section, we investigate the relation between the imputed latent variable $W$ and covariate $Q$. In the third section we investigate the influence of $m$, the number of bootstrap samples and multiple imputations. In the simulation results discussed in the first two sections, we used $m=5$. When investigating the different simulation conditions, we focus on the performance of the four approaches discussed, using one indicator $\left(Y_{1}\right)$, the unconditional model, the conditional model and the restricted conditional model. Interesting findings are illustrated with graphs containing results from situations when $Y_{1}$ is used and $W$ is estimated using the restricted conditional model. For conditions that yielded approximately identical results, only one condition is shown in the figures. In Appendix A, tables with all results from the four approaches are given.

### 3.2.1. The Relation of Imputed Latent Variable $W$ with Restriction Covariate $Z$

When we investigate the results in terms of bias (Figure 3), the restricted conditional model produces bias when the classification probabilities of the indicators are below 0.80 . The bias of the cells where $P(Z=1)$ for the restricted conditional model decreases when the classification probabilities increase or when $P(Z=2)$ increases. This trend coincides


Fig. 3. Bias of the four cell proportions of the $2 \times 2$ table of $Y_{1} \times Z$ and $W \times Z$. W is estimated using the restricted conditional model. Results are shown for different values of the classification probabilities and $P(Z=2)$. Sample size is 1,000 and $m=5$.
with the trend we saw in Figure 2 for the entropy $R^{2}$, where a high entropy $R^{2}$ corresponds to a low bias. In contrast, when $Y_{1}$ is used, the bias of all cells is low when $P(Z=2)$ is small, and increases as $P(Z=2)$ increases. Furthermore, the restricted conditional model is the only model in which the cell representing the impossible combination $\left(W_{1} \times Z_{2}\right)$ indeed contains 0 observations. $\left(Y 1_{1} \times Z_{2}\right)$ is never exactly 0 .

When investigating the results for coverage of the $95 \%$ confidence intervals around the cell proportions (Figure 4), we see that the results differ over the different sample sizes. This is caused by the fact that even though the bias is not influenced by the sample size, the standard errors and therefore the confidence intervals are. Confidence intervals of biased estimates are therefore less likely to contain the population value. Furthermore, if the classification probabilities are larger, individuals are more likely to end up in the correct latent class, which also results in less variance, resulting in smaller confidence intervals. Confidence intervals cannot pe properly estimated for the impossible combination $Y 1_{1} \times Z_{2}$, since the proportions are very close to 0 . This can be seen in Figure 4. Since $W_{1} \times Z_{2}$ is not estimated with the restricted conditional model, confidence intervals cannot be estimated and coverage is therefore not shown.

The ratio of the average standard error of the estimate over the standard deviation of the simulated estimates tells us whether the standard errors of the estimates are properly estimated. In general, the values for both the situation of one indicator and the restricted conditional model, found in Figure 5, are both very close to 1 . Only the standard errors for $W_{1} \times Z_{2}$ are too small when one indicator is used. With the restricted conditional model, these are not estimated.

Overall, the small $2 \times 2$ cross tables investigated here containing a restriction covariate can be estimated when the LC model of the composite data set has an entropy $R^{2}$ of 0.90 , or, when the sample size is large, an entropy $R^{2}$ of 0.95 .

### 3.2.2. Relationship Between the Imputed Latent Variable $W$ and Covariate $Q$

In the simulation results discussed in Subsection 3.2.1, the relation between the imputed latent variable $W$ and covariate $Z$ containing an impossible combination was investigated. Within the restricted conditional model, there was also another covariate, $Q$. We investigate the relation between $W$ and $Q$ with three different strengths of relations: intercepts are 0 and logit coefficients of $W$ regressed on $Q$ are $-0.2007 ; 0.2007 ; 0.6190$. Because the intercept is 0 in all conditions, we focus on the coefficients of $Q$ when investigating the simulation results.


Fig. 4. Coverage of the $95 \%$ confidence interval of the four cell proportions of the $2 \times 2$ table of $Y_{1} \times Z$ and $W \times Z . W$ is estimated using the restricted conditional model. Results are shown for different values of the classification probabilities and $P(Z=2)$ and sample size, $m=5$.


Fig. 5. se $/ \operatorname{sd}(\hat{\theta})$ of the four cell proportions of the $2 \times 2$ table of $Y_{1} \times Z$ and $W \times Z$. W is estimated using the restricted conditional model. Results are shown for different values of the classification probabilities and $P(Z=2)$. Sample size is 1,000 and $m=5$.

In Figure 6 we see that for the restricted conditional model, the bias is very close to 0 in all conditions. When $Y_{1}$ is used, the bias is much larger and is related to the classification probabilities.

In Figure 7 we see the results in terms of coverage of the $95 \%$ confidence interval. The conclusions we can draw here are comparable to the conclusions we drew from the results in terms of bias. When $W$ is used (estimated using the restricted conditional model), the


Fig. 6. Bias of the logistic regression coefficient of $Y_{1}$ regressed on covariate $Q$ and of $W$ regressed on $Q$. W is estimated using the restricted conditional model. Results are shown for different values of the logistic regression coefficient and the classification probabilities. $P(Z=2)=0.01$, sample size is 1,000 and $m=5$.


Fig. 7. Coverage of the $95 \%$ confidence interval of the logistic regression coefficient of $Y_{1}$ regressed on covariate $Q$ and of $W$ regressed on $Q . W$ is estimated using the restricted conditional model. Results are shown for different values of the logistic regression coefficient, the classification probabilities and sample size. $P(Z=2)=0.01$ and $m=5$.
coverage of the $95 \%$ confidence is approximately 95 in all discussed conditions. When only one indicator $\left(Y_{1}\right)$ is used, we see undercoverage when the population value of the logistic regression coefficient is 0.6190 . This undercoverage is related to the classification probabilities and increases when the sample size increases. Results in terms of the ratio of the average standard error of the estimate over the standard deviation of the simulated estimates are very close to the desired ratio of 1 . This is the case for all investigated simulation conditions, both when $Y_{1}$ is used or when $W$ is used. Results are reported in Appendix A.

Overall, for the investigated conditions, unbiased estimates can be obtained when the LC model of the composite data set has an entropy $R^{2}$ of 0.60 or larger.

### 3.2.3. Number of Imputations

To investigate the effect of the number of bootstrap samples and imputations ( $m$ ), we performed $5,10,20$, and 40 bootstrap samples and imputations. The results of $m=5$ and $m=40$ can be found in Figure 8, while more results can be found in Appendix A. Both in terms of bias and coverage the MILC method performs equally well over the different numbers of $m$. It is important to note that the fraction of missing information corresponds, in the worst case, to the amount of missing data (Rubin 1987, 114). In our case, it depends on the entropy $R^{2}$, which is dependent on the classification and the covariates. Although


Fig. 8. Bias and coverage of the $95 \%$ confidence interval of four cells in the $2 \times 2$ table of covariate $Z \times W$ (estimated using the restricted conditional model). Number of bootstrap samples $m=5$ and 40. The sample size is 1,000 and $P(Z=2)=0.10$.
the amount of missing values in $W$ is $100 \%$, the amount of missing information is much smaller when the entropy $R^{2}$ is larger than 0 . This might explain why biased estimates with inappropriate coverage are obtained when the entropy $R^{2}$ is low, regardless of the size of $m$.

## 4. Application

### 4.1. Data

Home ownership is an interesting variable for social research. It has been related to a number of properties, such as inequality (Dewilde and Decker 2016), employment insecurity (Lersch and Dewilde 2015) and government redistribution (André and Dewilde 2016). Therefore, we apply the MILC method on a composite data set that brings together survey data from the LISS (Longitudinal Internet Studies for the Social sciences) panel from 2013 (Scherpenzeel 2011), which is administered by CentERdata (Tilburg University, The Netherlands) and a population register from Statistics Netherlands from 2013. Because samples for LISS were drawn by Statistics Netherlands, we were very well able to link these surveys and registers. From this composite data set, we use two variables indicating whether a person is either a home-owner or rents a house/other as indicators for the imputed "true" latent variable home-owner/renter or other. The composite data set also contains a variable measuring whether someone receives rent benefit from the government. A person can only receive rent benefit if this person rents a house. In a crosstable between the imputed latent variable home-owner/renter and rent benefit, there should be 0 persons in the cell "home-owner $s$ receiving rent benefit". If people indeed receive rent benefit and own a house, this could be interesting for researchers and requires investigation. A more detailed LC model should then be specified, modelling local dependencies and allowing for error in the variable 'rent benefit'. However, this is outside the scope of the present study. We assume this to be measurement error, and therefore want this specific cell to contain 0 persons. Research has previously been done regarding the relation between home ownership and marital status (Mulder 2006). A research question here could be whether married individuals more often live in a house they own compared to non-married individuals. Therefore, a variable indicating whether a person is married or not is included in the latent class model as a covariate. The three data sets used to combine the data are discussed in more detail below:

- Registration of addresses and buildings (BAG): A register with data on addresses containing information about its buildings, owners and inhabitants originating from municipalities from 2013. Register information is obtained from persons who filled in the LISS studies and who declared that we are allowed to combine their survey information with registers. In total, this left us with 3,011 individuals. From the BAG we used a variable indicating whether a person "owns"/"rents"/"other" the house he or she lives in. Because our research questions mainly relate to home-owners, we recoded this variable into "owns"/"rents or other". This variable does not contain any missing values.
- LISS background study: A survey on general background variables from January 2013. From this survey we also have 3,011 individuals. We used the variable marital
status, indicating whether someone is "married"/"separated"/"divorced"/ "widowed"/"never been married". As we are only interested in whether a person is married or not, we recoded this variable in such a way that "married" and "separated" individuals are in the recoded "married" category, and the "divorced", "widowed" and "never been married" individuals are in the "not married" category. It is difficult to handle a category as "separated" in such a situation. However, separated individuals are technically still married. Although they can in theory be more likely to live out of the registered address, it is difficult to make assumptions and therefore we decided to recode them into the category "married". This variable did not contain any missing values. We also used a variable indicating whether someone is a "tenant"/"sub-tenant"/"(co-) owner"/"other". We recoded this variable in such a way that we distinguish between "(co-) owner" and "(sub-) tenant or other". This variable had 14 missing values.
- LISS housing study: A survey on housing from June 2013. From this survey we used the variable rent benefit, indicating whether someone "receives rent benefit"/"the rent benefit is paid out to the lessor"/"does not receive rent benefit"/"prefers not to say". Because we are not interested in whether someone receives the rent benefit directly or indirectly, we recoded the first two categories into "receiving rent benefit". No one selected the option "prefers not to say". For this variable, we had 2,232 missing values resulting in 779 observations. The number of observations is small, because a selection variable (indicating whether someone rents their house) was used in the survey. Dependent interviewing has been used here. Only the individuals indicating that they rent their house in this variable were asked if they receive rent benefit. This selection variable could also have been used as an indicator in our LC model. However, because of the strong relation between this variable and the rent benefit variable we decided to leave it out of the model.

These data sets are linked at person level where matching is done on person identification numbers. In addition, matching could also have been done on date, since the surveys were conducted at different time points within 2013. However, mismatches on dates are a source of measurement error, and are therefore left in for illustration purposes. Although it is not necessarily the case in practice, the assumption is made that the covariate 'rent benefit' is measured without error, so we are able to apply the LC model investigated in the simulation study in practice. In Table 1, it can be seen that 48 individuals rent a home according to the BAG register, while stating to own a home in the LISS background survey. Furthermore, 155 individuals own a home according to the BAG register, while stating that they rent a home in the LISS background survey.

Table 1. Cross-table between the own/rent variable originating from the LISS background survey and the own/rent variable originating from the BAG register.

|  |  | Register |  |
| :--- | :--- | ---: | ---: |
|  |  | Rent | Own |
| Background survey | Rent | 902 | 155 |
|  | Own | 48 | 1,892 |

Not every individual is observed in every data set. This causes some missing values to be introduced when the different data sets are linked at a unit level. These records are not missing, but they are considered as non-sampled individuals. Full Information Maximum Likelihood was used to handle the missing values in the indicators (Vermunt and Magidson 2013b, 51-52).

The MILC method is applied to impute the latent variable home owner/renter by using two indicator variables and two covariates and the restricted conditional model. For results when the unconditional and the conditional model are applied we refer to Appendix B. In Table 2 classification statistics about the model is given, indicating how we can compare the results of this model to the information we obtained in the simulation study. Both the entropy $R^{2}$ and the classification probabilities are comparable to conditions we tested in the simulation study and in which the MILC method appeared to work very well. The classification probabilities for the LISS background survey and the BAG register indicate that theyboth have a high quality, but are error prone. Furthermore, $P$ (married) and $P($ rent benefit) cannot be compared directly to the set up of the simulation study, but information provided by the covariates is taken into account in the entropy $R^{2}$.

For the two variables measuring home ownership, we can see from the cell totals in Table 3 whether individuals who say to own their home also receive rent benefit, which is not allowed. However, in practice these discrepancies can be caused by the fact that people make mistakes when filling in a survey, or for example because people were moving during the period the surveys took place. Furthermore, the total number of individuals who can be found in the table of the LISS background study are only 779, and for the BAG register 772 . This is because only the people indicating that they rented a house in the LISS Housing study were asked the question whether they received rent benefit. For the LISS background study we see that eight individuals are in the cell representing the impossible combination of owning a house and receiving rent benefit, and for the BAG register 4 . If we investigate the cell proportions estimated by the MILC method, we see that both the conditional and the unconditional model replicate the structure of the indicators very well, but that individuals are still assigned to the cell of the impossible combination (see Appendix B). To get this correctly estimated, we need the restricted conditional model. The marginals of the variable own/rent (in the upper block of Table 3) for the different models are all very close to each other, and closer to the estimates in the BAG register than to the estimates of the LISS background study. Also note that individuals with missing

Table 2. Entropy $R^{2}$ of the restricted conditional model; classification probabilities of the indicators and marginal probabilities of the covariates. The covariate rent benefit takes information of 779 individuals into account and marital status variable of 3,011 individuals.

Restricted conditional model

| Entropy $R^{2}$ |  |  | 0.9380 |
| :---: | :--- | :--- | :--- |
|  | LISS background | $P($ rent $\mid$ LC rent $)$ | 0.9344 |
| Classification |  | $P($ own $\mid$ LC own $)$ | 0.9992 |
| probability | BAG register | $P($ rent $\mid$ LC rent $)$ | 0.9496 |
| $P($ rent benefit $)$ |  | $P($ own $\mid$ LC own $)$ | 0.9525 |
| $P($ married $)$ |  |  | 0.3004 |

Table 3. The first block represents the (pooled) marginal proportions of the variable own/rent. The second block represents the (pooled) proportions of the variable own/rent for persons receiving rent benefit. The third block represents the (pooled) proportions of the variable own/rent for persons not receiving rent benefit. Within each block, the first two rows represent the BAG register and the LISS background survey, used as the indicators for the MILC method. The last row represents the restricted conditional model used to apply the MILC method. For each proportion a (pooled) estimate and a (pooled) $95 \%$ confidence interval is given.

|  | $P$ (own) |  | $P$ (rent) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Estimate | 95\% CI | Estimate | 95\% CI |
| BAG register | 0.6450 | [0.6448; 0.6451] | 0.3550 | [0.3549; 0.3511] |
| LISS background | 0.6830 | [0.6829; 0.6832] | 0.3170 | [0.3168; 0.3171] |
| Restricted conditional | 0.6597 | [0.6595; 0.6598] | 0.3403 | [0.3402; 0.3405] |


|  | $P($ own $\times$ rent benefit $)$ |  |  | $P($ rent $\times$ rent benefit $)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Estimate |  |  | $95 \% \mathrm{CI}$ |  |


|  | $P($ own $\times$ no rent benefit $)$ |  |  | $P($ rent $\times$ no rent benefit $)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Estimate |  | $95 \% \mathrm{CI}$ |  | Estimate |
|  |  |  | $95 \% \mathrm{CI}$ |  |  |
| BAG register | 0.0552 | $[0.0391 ; 0.0713]$ |  | 0.6444 | $[0.6107 ; 0.6781]$ |
| LISS background | 0.0285 | $[0.0167 ; 0.0403]$ |  | 0.6723 | $[0.6391 ; 0.7054]$ |
| Restricted conditional | 0.0213 | $[-0.0116 ; 0.0542]$ |  | 0.6773 | $[0.6444 ; 0.7102]$ |

values on the variable rent benefit are not taken into account in the $2 \times 2$ table of rent benefit $\times$ own/rent.

After we investigated the cross table between home ownership and rent benefit, we were also interested in whether marriage can predict home ownership. When we consider the BAG register, we see that the estimated odds of owning a home when not married are $e^{-1.2331}=0.29$ times the odds when married, while they are $e^{-1.3041}=0.27$ when the LISS background survey is used. It is interesting to see that when the restricted conditional MILC model is used to obtain an estimate that also corrects for the impossible combination of owning a house and receive rent benefit, we see that this coefficient is even a little less strong, namely $e^{-1.3817}=0.25$. Overall, these results show us that although non-married individuals are approximately equally likely to own or rent a house, married individuals are three times more likely to own a house than to rent one.

## 5. Discussion

In this article we introduced the MILC method, which combines latent class analysis with edit restrictions and multiple imputation to obtain estimates for variables of which we had multiple indicators in a composite data set. We distinguished between invisibly present and visibly present errors (commonly solved by edit restrictions), and argued the need for a method that takes them into account simultaneously. We evaluated the MILC method in terms of its ability to correctly take impossible combinations and relations with other

Table 4. The first two rows represent the BAG register and the LISS background survey, used as the indicators for the MILC method. The third row represents the restricted conditional model used to apply the MILC method. The columns represent the (pooled) estimate and 95\% confidence interval around the intercept and the logit coefficient of the variable owning/renting a house.

|  | Intercept |  |  | Marriage |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Estimate | $95 \% \mathrm{CI}$ |  | Estimate | $95 \% \mathrm{CI}$ |
| BAG register | 2.4661 | $[2.2090 ; 2.7233]$ |  | -1.2331 | $[-1.3901 ;-1.0760]$ |
| LISS background | 2.7620 | $[2.4896 ; 3.0343]$ |  | -1.3041 | $[-1.4678 ;-1.1405]$ |
| Restricted conditional | 2.7712 | $[2.5036 ; 3.0389]$ | -1.3817 | $[-1.6493 ;-1.1140]$ |  |

variables into account. We assessed these relations by investigating the bias of $\hat{\theta}$, coverage of the $95 \%$ confidence interval, and $\operatorname{se} / \operatorname{se}(\hat{\theta})$ in different conditions in a simulation study. The performance of MILC appeared to be mainly dependent on the entropy $R^{2}$ value of the LC model. We conclude that a different quality of the composite data set is required to obtain unbiased estimates and standard errors for different types of estimates. In cases of $2 \times 2$ tables including an edit restriction, a higher quality of the composite data set was required (entropy $R^{2}$ of 0.90 ), while unbiased estimates and standard errors for logit coefficients can already be obtained with an entropy $R^{2}$ value of 0.60 .

An example of a composite data set containing data from the LISS panel and the BAG register were shown to have adequate entropy $R^{2}$ and we investigated the MILC method using the unconditional model, the conditional model and the restricted conditional model. All models can potentially be used when using the MILC method in practice. However, if there are edit restrictions within the data that need to be taken into account, only the restricted conditional model is appropriate. In light of our main findings, the MILC method can be seen as an alternative for methods previously used for handling visibly and invisibly present errors. This was done either separately using latent variable models and edit rules, or simultaneously by Manrique-Vallier and Reiter (2016), by using one file and one measurement.

A number of limitations of the current study are related to the assumptions we made when specifying the LC model. We assumed that the observed indicators were independent of each other given a unit's score on the latent variable, which means that when a mistake is made on an indicator originating from one source, this is independent of mistakes made on indicators from other sources. For example, if multiple indicators originate from comparable surveys, there is a probability that a respondent makes the same mistake in both surveys; this assumption is then not met. There are ways to relax this assumption by extending the LC model, but we did not investigate the performance of the MILC method if this assumption is relaxed. We also assumed that the misclassification is independent of the covariates. This is also an assumption that in some cases should be relaxed, which we did not investigate as well. Furthermore, the assumption was made that the covariates are free of error. Since this assumption is often not met, ways to relax this assumption should be investigated as well as the performance of the MILC method in such cases. Finally, it was assumed that all edits applied were hard edits, while sometimes soft edits are better applicable. We applied the edits by specifying which cell in the cross table between the latent variable and a covariate should have a weight of 0 , while it is also
possible to fix the relevant logit parameter to a very small number. In this way, it should be possible to apply hard or soft edit restrictions. However, we did not investigate the performance of the MILC method when edits are specified in such a manner. We also did not investigate the performance of the LC model used here when some of the previously discussed assumptions are not met.

If a researcher is interested in investigating the relationship between the imputed latent variable and many other variables, all these variables should be included in the LC model as covariates. With the LC three-step approach (Bakk et al. 2016), relationships between the imputed latent variable and other variables (not incorporated in the LC model) can be investigated as well. Edit restrictions could then be added later on as well. However, this three-step approach has not been incorporated in the MILC framework. More investigation can also be done on how the MILC framework handles missing values within covariates, linkage errors and selection errors. Furthermore, the current simulation study only considers dichotomous variables. The current simulation study shows how the method works and it gives some indications of when the method works. This simulation was also comprehensive enough to discover the relation between the quality of the results after imputation and the entropy $R^{2}$ value of the LC model. However, it should still be investigated if this relationship holds with larger numbers of indicators, covariates and larger numbers of edit restrictions, and what the exact limitations will be. Also situations when indicators have different numbers of categories are not yet investigated.

Another point of discussion is that we used three indicators in our LC model. In practice, it is more likely that researchers find only two indicators for an underlying true measure in their composite data set. However, a model with two indicators is not identifiable so an additional covariate is necessary. The fact that we used three indicators might seem like a disadvantage. However, a three indicator model and a two indicator plus covariate model are Markov equivalent, which means that they yield the same set of conditional inference assumptions and an identical likelihood.

It should also be noted that MILC can be applied to indicators coming from both population registers and sample surveys. When the indicators only come from sample surveys, we can use the standard rules for pooling as defined by Rubin (1987). However, when at least one of the indicators is sourced from a complete population register, we can choose to either only impute the survey variables, and weigh them to appropriately represent the population variables, or we can choose to impute both the survey and population variables, and use adjusted rules for pooling (Vink and van Buuren 2014). We use these adjusted rules because in the case of register indicators all sampling variability is captured by the between imputation variance, so the within variance should be left out of the equation. In this article, we consider the situation where samples and population registers are linked at a unit level, resulting in a composite data set consisting of only the individuals that were also in the survey sample. However, it is important to be aware of necessary adjustments when population registers are used.

## Appendix A

- Table $1 Y 1 \times$ Z: This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $\operatorname{se} / \operatorname{sd}(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of $Y 1$ and covariate $Z$ with different values for classification probabilities, different values for $P$ ( $Z=2$ ) and different values for sample size $(N)$, number of bootstrap samples, $m=5$.
- Table $2 W \times Z$ unconditional: This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $s e / s d(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of imputed 'true' variable $W$ (imputed using the unconditional latent class model) and covariate $Z$ with different values for classification probabilities, different values for $P(Z=2)$ and different values for sample size $(N)$, number of bootstrap samples, $m=5$.
- Table $3 W \times Z$ conditional: This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $s e / s d(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of imputed 'true' variable $W$ (imputed using the conditional latent class model) and covariate $Z$ with different values for classification probabilities, different values for $P$ ( $Z=2$ ) and different values for sample size ( $N$ ), number of bootstrap samples, $m=5$.
- Table $4 W \times Z$ restricted conditional: This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $\operatorname{se} / \operatorname{sd}(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of imputed 'true' variable $W$ (imputed using the restricted conditional latent class model) and covariate $Z$ with different values for classification probabilities, different values for $P(Z=2)$ and different values for sample size $(N)$, number of bootstrap samples, $m=$.
- Table $5 Y 1 \times Q$ : This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $\operatorname{se} / \operatorname{sd}(\hat{\theta})$ of the logit coefficients of $Y_{1}$ on covariate $Q$ with different values for the population values of the logit coefficient, classification probabilities, $P(Z=2)$ and sample size $(N), m=5$.
- Table $6 \mathrm{~W} \times \mathrm{Q}$ unconditional: This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $\operatorname{se} / \operatorname{sd}(\hat{\theta})$ of the logit coefficients of $W$ (imputed using the unconditional latent class model) on covariate $Q$ with different values for the population values of the logit coefficient, classification probabilities, $P$ ( $Z=2$ ) and sample size $(N), m=5$.
- Table $7 W \times Q$ conditional: This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $\operatorname{se} / \operatorname{sd}(\hat{\theta})$ of the logit coefficients of $W$ (imputed using the conditional latent class model) on covariate $Q$ with different values for the population values of the logit coefficient, classification probabilities, $P(Z=2)$ and sample size $(N), m=5$.
- Table $8 \mathrm{~W} \times \mathrm{Q}$ restricted conditional: This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $\operatorname{se} / \operatorname{sd}(\hat{\theta})$ of the logit coefficients of $W$ (imputed using the restricted conditional latent class model) on covariate $Q$ with different values for the population values of the logit coefficient, classification probabilities, $P(Z=2)$ and sample size $(N), m=5$.
- Table $9 \mathrm{~W} \times \mathrm{Z}$ restricted conditional $m$ : This table shows the results in terms of bias, coverage of the $95 \%$ confidence interval and $s e / s d(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of $W$ (imputed using the restricted conditional model) and covariate $Z$ with classification probabilities $0.90, P(Z=2)=0.1$, sample size $=1000,00$ and different values for $m$.
Table 1. Bias, coverage of the $95 \%$ confidence interval and se $/ s d(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of $Y_{1}$ and covariate $Z$ with different values for the classification probabilities, different values for $P(Z=2)$ and different values for sample size $(N)$, number of bootstrap samples $m=5$.

| $N$ | $P(Z=2)$ | $\hat{\theta}$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 1,000 | . 01 | 1 | -. 0030 | . 9490 | 1.0282 | -. 0020 | . 9490 | 1.0315 | -. 0011 | . 9400 | 1.0072 | - . 0009 | . 9460 | 1.0053 | -. 0006 | . 9370 | 0.9730 |
|  |  | 2 | . 0031 | . 9480 | 1.0301 | . 0020 | . 9480 | 1.0312 | . 0011 | . 9390 | 1.0089 | . 0009 | . 9410 | 0.9946 | . 0005 | . 9350 | 0.9611 |
|  |  | 3 | . 0030 | . 5690 | 0.9032 | . 0019 | . 7290 | 0.9144 | . 0010 | . 6370 | 0.8257 | . 0005 | . 3820 | 0.6093 | . 0001 | . 0950 | 0.3097 |
|  |  | 4 | -. 0031 | . 6880 | 0.9381 | -. 0020 | . 8210 | 1.0064 | -. 0010 | . 8840 | 0.9526 | -. 0005 | . 9070 | 0.9748 | -. 0000 | . 9330 | 0.9967 |
|  | . 05 | 1 | -. 0146 | . 8340 | 0.9803 | -. 0096 | . 9150 | 1.0300 | -. 0055 | . 9250 | 0.9860 | -. 0030 | . 9280 | 0.9716 | -. 0008 | . 9470 | 0.9994 |
|  |  | 2 | . 0144 | . 8530 | 0.9799 | . 0097 | . 9120 | 1.0207 | . 0052 | . 9370 | 0.9843 | . 0027 | . 9330 | 0.9723 | . 0010 | . 9630 | 0.9980 |
|  |  | 3 | . 0150 | . 0000 | 0.9944 | . 0099 | . 0120 | 1.0129 | . 0050 | . 2480 | 0.9638 | . 0025 | . 6600 | 0.8902 | . 0005 | . 3880 | 0.6134 |
|  |  | 4 | -. 0147 | . 2740 | 1.0104 | -. 0100 | . 5850 | 0.9858 | -. 0047 | . 8560 | 1.0292 | -. 0022 | . 9020 | 0.9713 | -. 0007 | . 9300 | 0.9680 |
|  | . 10 | 1 | -. 0297 | . 5130 | 0.9659 | -. 0202 | . 7450 | 1.0181 | -. 0093 | . 9010 | 1.0017 | -. 0051 | . 9320 | 0.9894 | -. 0004 | . 9540 | 1.0310 |
|  |  | 2 | . 0297 | . 5210 | 0.9686 | . 0204 | . 7410 | 1.0152 | . 0093 | . 8970 | 0.9680 | . 0047 | . 9300 | 0.9626 | . 0002 | . 9520 | 1.0109 |
|  |  | 3 | . 0300 | . 0000 | 0.9885 | . 0202 | . 0000 | 1.0051 | . 0099 | . 0110 | 0.9797 | . 0050 | . 2690 | 0.9833 | . 0010 | . 6070 | 0.7905 |
|  |  | 4 | -. 0300 | . 0480 | 1.0377 | -. 0204 | . 3570 | 0.9469 | - . 0099 | . 8030 | 1.0010 | - . 0046 | . 9150 | 1.0553 | -. 0008 | . 9460 | 0.9981 |
|  | . 20 | 1 | -. 0600 | . 0240 | 0.9841 | -. 0400 | . 2760 | 0.9638 | -. 0198 | . 7460 | 0.9571 | -. 0092 | . 9020 | 0.9908 | -. 0018 | . 9420 | 0.9911 |
|  |  | 2 | . 0593 | . 0270 | 0.9931 | . 0405 | . 2260 | 0.9983 | . 0203 | . 7310 | 0.9611 | . 0090 | . 8990 | 0.9822 | . 0020 | . 9430 | 0.9949 |
|  |  | 3 | . 0605 | . 0000 | 0.9737 | . 0399 | . 0000 | 0.9931 | . 0199 | . 0000 | 0.9830 | . 0100 | . 0100 | 0.9891 | . 0020 | . 7300 | 0.8763 |
|  |  | 4 | -. 0597 | . 0000 | 1.0523 | -. 0404 | . 0710 | 0.9887 | -. 0204 | . 5840 | 0.9690 | -. 0098 | . 8610 | 0.9887 | -. 0022 | . 9350 | 0.9769 |

Table 1. Continued.

| $N$ | $P(Z=2)$ | $\hat{\theta}$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 10,000 | . 01 | 1 | -. 0031 | . 9060 | 1.0085 | -. 0022 | . 9470 | 1.0526 | -. 0009 | . 9460 | 0.9997 | -. 0006 | . 9170 | 0.9558 | - . 0000 | . 9460 | 0.9592 |
|  |  | 2 | . 0031 | . 9090 | 1.0003 | . 0021 | . 9440 | 1.0559 | . 0009 | . 9450 | 1.0010 | . 0006 | . 9310 | 0.9685 | . 0000 | . 9470 | 0.9599 |
|  |  | 3 | . 0030 | . 0000 | 1.0166 | . 0020 | . 0000 | 0.9763 | . 0010 | . 0130 | 0.9765 | . 0005 | . 2980 | 0.9257 | . 0001 | . 6010 | 0.7449 |
|  |  | 4 | -. 0030 | . 0670 | 1.0061 | -. 0020 | . 4020 | 1.0053 | -. 0010 | . 7800 | 0.9837 | -. 0005 | . 8990 | 1.0001 | -. 0001 | . 9570 | 1.0448 |
|  | . 05 | 1 | -. 0149 | . 1550 | 0.9830 | -. 0102 | . 4580 | 0.9722 | -. 0049 | . 8440 | 1.0069 | -. 0024 | . 9360 | 1.0488 | -. 0005 | . 9460 | 0.9902 |
|  |  | 2 | . 0148 | . 1460 | 0.9879 | . 0103 | . 4550 | 0.9905 | . 0048 | . 8380 | 0.9870 | . 0024 | . 9290 | 1.0282 | . 0005 | . 9530 | 1.0145 |
|  |  | 3 | . 0150 | . 0000 | 0.9912 | . 0100 | . 0000 | 0.9905 | . 0050 | . 0000 | 0.9780 | . 0025 | . 0000 | 1.0130 | . 0005 | . 2400 | 1.0204 |
|  |  | 4 | -. 0150 | . 0000 | 1.0053 | -. 0101 | . 0000 | 0.9859 | -. 0049 | . 3550 | 1.0221 | -. 0025 | . 7780 | 0.9873 | -. 0005 | . 9410 | 0.9776 |
|  | . 10 | 1 | -. 0298 | . 0000 | 1.0235 | -. 0200 | . 0210 | 0.9755 | -. 0101 | . 4720 | 1.0048 | -. 0052 | . 8140 | 0.9984 | -. 0010 | . 9460 | 1.0379 |
|  |  | 2 | . 0298 | . 0000 | 1.0135 | . 0202 | . 0160 | 0.9866 | . 0100 | . 4910 | 1.0333 | . 0050 | . 8180 | 0.9866 | . 0010 | . 9510 | 1.0240 |
|  |  | 3 | . 0300 | . 0000 | 1.0127 | . 0199 | . 0000 | 1.0195 | . 0100 | . 0000 | 0.9927 | . 0050 | . 0000 | 0.9951 | . 0010 | . 0140 | 1.0053 |
|  |  | 4 | -. 0300 | . 0000 | 1.0421 | -. 0201 | . 0000 | 1.0141 | -. 0100 | . 0640 | 1.0627 | -. 0048 | . 6220 | 1.0058 | -. 0010 | . 9400 | 1.0022 |
|  | . 20 | 1 | -. 0600 | . 0000 | 1.0166 | -. 0401 | . 0000 | 1.0019 | -. 0202 | . 0230 | 1.0247 | -. 0098 | . 4960 | 1.0247 | -. 0023 | . 9160 | 0.9981 |
|  |  | 2 | . 0599 | . 0000 | 1.0085 | . 0400 | . 0000 | 1.0031 | . 0201 | . 0140 | 0.9854 | . 0099 | . 4280 | 1.0534 | . 0021 | . 9180 | 0.9838 |
|  |  | 3 | . 0600 | . 0000 | 1.0068 | . 0401 | . 0000 | 0.9837 | . 0199 | . 0000 | 1.0067 | . 0100 | . 0000 | 1.0267 | . 0020 | . 0000 | 0.9471 |
|  |  | 4 | -. 0599 | . 0000 | 0.9514 | -. 0399 | . 0000 | 1.0110 | -. 0199 | . 0000 | 0.9832 | -. 0100 | . 2730 | 1.0208 | -0.0018 | . 9260 | 0.9964 |

Table 2. Bias, coverage of the $95 \%$ confidence interval and se $/ \operatorname{sd}(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of $W$ estimated using the unconditional model and covariate $Z$ with different values for the classification probabilities, different values for $P(Z=2)$ and sample size $(N)$, number of bootstrap samples $m=5$.

| $N$ | $P(Z=2)$ | $\hat{\theta}$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{\operatorname{sel}(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 1,000 | . 01 | 1 | . 0366 | . 8470 | 1.0021 | . 0394 | . 7770 | 0.9261 | . 0173 | . 8320 | 0.9552 | . 0037 | . 9420 | 1.0147 | . 0006 | . 9480 | 1.0053 |
|  |  | 2 | -. 0368 | . 8520 | 1.0019 | -. 0393 | . 7780 | 0.9289 | -. 0173 | . 8370 | 0.9612 | -. 0037 | . 9430 | 1.0136 | -. 0005 | . 9510 | 1.0140 |
|  |  | 3 | . 0027 | . 9370 | 1.2328 | . 0010 | . 8400 | 1.2466 | . 0002 | . 3170 | 0.8594 | . 0000 | . 0810 | 0.4324 | . 0000 | . 0040 | 0.0974 |
|  |  | 4 | -. 0025 | . 8160 | 1.1160 | -. 0010 | . 9080 | 1.0406 | - . 0002 | . 9130 | 0.9804 | -. 0000 | . 9340 | 1.0045 | -. 0000 | . 9240 | 0.9772 |
|  | . 05 | 1 | . 0249 | . 8540 | 1.0331 | . 0333 | . 8040 | 0.9736 | . 0153 | . 8770 | 0.9936 | . 0054 | . 9350 | 0.9894 | . 0016 | . 9620 | 1.0258 |
|  |  | 2 | -. 0248 | . 8540 | 1.0347 | -. 0332 | . 8070 | 0.9743 | -. 0152 | . 8630 | 0.9943 | -. 0055 | . 9360 | 0.9994 | -. 0012 | . 9600 | 1.0235 |
|  |  | 3 | . 0131 | . 6080 | 1.1421 | . 0049 | . 8320 | 1.3231 | . 0009 | . 7990 | 1.1260 | . 0002 | . 3140 | 0.7553 | . 0000 | . 0160 | 0.1506 |
|  |  | 4 | -. 0132 | . 6620 | 1.0697 | -. 0050 | . 8740 | 1.0218 | -. 0010 | . 9320 | 0.9923 | -. 0001 | . 9430 | 0.9812 | -. 0005 | . 9590 | 1.0732 |
|  | . 10 | 1 | . 0102 | . 8460 | 0.9645 | . 0253 | . 8430 | 0.9270 | . 0124 | . 8870 | 0.9782 | . 0041 | . 9340 | 0.9633 | . 0006 | . 9460 | 1.0048 |
|  |  | 2 | -. 0102 | . 8450 | 0.9640 | -. 0250 | . 8380 | 0.9310 | -. 0120 | . 8820 | 0.9706 | -. 0039 | . 9330 | 0.9830 | -. 0000 | . 9520 | 1.0054 |
|  |  | 3 | . 0260 | . 4920 | 1.0207 | . 0098 | . 5010 | 1.1634 | . 0017 | . 9490 | 1.3165 | . 0004 | . 4960 | 0.9755 | . 0000 | . 0270 | 0.2549 |
|  |  | 4 | -. 0260 | . 5490 | 1.0473 | -. 0100 | . 7800 | 0.9656 | -. 0021 | . 9390 | 1.0089 | -. 0005 | . 9350 | 0.9589 | . 0003 | . 9580 | 1.0001 |
|  | . 20 | 1 | -. 0215 | . 8540 | 0.9901 | . 0112 | . 8720 | 0.8983 | . 0076 | . 9240 | 0.9714 | . 0022 | . 9440 | 0.9852 | -. 0007 | . 9450 | 1.0061 |
|  |  | 2 | . 0220 | . 8540 | 0.9917 | -. 0107 | . 8700 | 0.9106 | -. 0075 | . 9300 | 0.9971 | -. 0022 | . 9430 | 0.9964 | . 0007 | . 9420 | 1.0025 |
|  |  | 3 | . 0501 | . 4130 | 1.0317 | . 0189 | . 2250 | 1.0623 | . 0031 | . 9330 | 1.3470 | . 0006 | . 7070 | 1.1819 | . 0000 | . 0620 | 0.3982 |
|  |  | 4 | -. 0506 | . 4990 | 1.0398 | -. 0194 | . 7040 | 0.9939 | -. 0032 | . 9290 | 0.9898 | $-.0005$ | . 9590 | 1.0322 | . 0000 | . 9530 | 0.9921 |

Table 2. Continued.

| $N$ | $P(Z=2)$ | $\hat{\theta}$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e(\theta)}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s(\theta)}$ |
| 10,000 | . 01 | 1 | . 0439 | . 7410 | 0.9406 | . 0420 | . 1180 | 0.9371 | . 0163 | . 2460 | 0.9242 | . 0049 | . 8280 | 0.9624 | . 0005 | . 9490 | 1.0112 |
|  |  | 2 | -. 0440 | . 7390 | 0.9405 | -. 0420 | . 1160 | 0.9362 | -. 0163 | . 2560 | 0.9124 | -. 0049 | . 8260 | 0.9596 | -. 0005 | . 9480 | 1.0085 |
|  |  | 3 | . 0025 | . 0170 | 1.2140 | . 0010 | . 2510 | 1.3434 | . 0002 | . 9530 | 1.2920 | . 0000 | . 4960 | 1.0528 | . 0000 | . 0200 | 0.2565 |
|  |  | 4 | -. 0024 | . 3630 | 1.0981 | -. 0009 | . 8280 | 1.0447 | -. 0002 | . 9300 | 1.0030 | -. 0000 | . 9440 | 0.9849 | -. 0000 | . 9530 | 1.0248 |
|  | . 05 | 1 | . 0314 | . 7980 | 0.9143 | . 0347 | . 1910 | 0.9367 | . 0143 | . 3370 | 0.9716 | . 0043 | . 8760 | 1.0095 | . 0001 | . 9450 | 0.9906 |
|  |  | 2 | -. 0314 | . 7990 | 0.9117 | -. 0346 | . 1910 | 0.9476 | -. 0144 | . 3100 | 0.9818 | -. 0042 | . 8740 | 0.9970 | -. 0001 | . 9460 | 0.9851 |
|  |  | 3 | . 0122 | . 0000 | 0.9927 | . 0047 | . 0000 | 1.2805 | . 0008 | . 3410 | 1.3722 | . 0001 | . 9330 | 1.3488 | . 0000 | . 1130 | 0.6631 |
|  |  | 4 | -. 0123 | . 0170 | 1.0485 | -. 0047 | . 4330 | 1.0148 | -. 0007 | . 9470 | 1.0245 | -. 0002 | . 9540 | 1.0424 | . 0001 | . 9520 | 0.9968 |
|  | . 10 | 1 | . 0172 | . 8690 | 0.9719 | . 0269 | . 3530 | 0.9559 | . 0123 | . 4490 | 0.9795 | . 0042 | . 8530 | 0.9596 | . 0001 | . 9440 | 0.9698 |
|  |  | 2 | -. 0172 | . 8660 | 0.9749 | -. 0267 | . 3540 | 0.9753 | -. 0123 | . 4190 | 0.9746 | -. 0042 | . 8640 | 0.9899 | -. 0002 | . 9560 | 1.0132 |
|  |  | 3 | . 0243 | . 0000 | 1.0485 | . 0092 | . 0000 | 1.2298 | . 0016 | . 0250 | 1.3530 | . 0003 | . 9630 | 1.4935 | . 0000 | . 1750 | 0.8093 |
|  |  | 4 | -. 0243 | . 0030 | 1.0305 | -. 0094 | . 1400 | 1.0139 | -. 0016 | . 9100 | 1.0152 | -. 0003 | . 9580 | 1.0118 | . 0001 | . 9630 | 1.0389 |
|  | . 20 | 1 | -. 0135 | . 8600 | 0.9420 | . 0111 | . 7430 | 0.9338 | . 0078 | . 7000 | 0.9701 | . 0025 | . 9220 | 0.9899 | . 0004 | . 9470 | 0.9896 |
|  |  | 2 | . 0134 | . 8600 | 0.9490 | -. 0113 | . 7220 | 0.9505 | -. 0078 | . 6810 | 0.9894 | -. 0025 | . 9090 | 0.9983 | -. 0003 | . 9500 | 0.9825 |
|  |  | 3 | . 0474 | . 0000 | 0.9731 | . 0177 | . 0000 | 1.0894 | . 0030 | . 0000 | 1.3102 | . 0005 | . 7840 | 1.4592 | . 0000 | . 2640 | 1.0452 |
|  |  | 4 | $-.0473$ | . 0010 | 0.9562 | -. 0175 | . 0180 | 0.9876 | -. 0030 | . 8760 | 0.9922 | -. 0005 | . 9470 | 0.9829 | -. 0001 | . 9550 | 1.0227 |

Table 3. Bias, coverage of the $95 \%$ confidence interval and se $/ \operatorname{sd}(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of $W$ estimated using the conditional model and covariate $Z$ with different values for the classification probabilities, different values for $P(Z=2)$ and sample size $(N)$, number of bootstrap samples $m=5$.

| $N$ | $P(Z=2)$ | $\hat{\theta}$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{\operatorname{sel}(\hat{\theta})}$ | bias | cov | $\frac{s e}{\operatorname{sel}(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 1,000 | . 01 | 1 | -. 2642 | . 4510 | 0.9192 | . 0544 | . 6940 | 0.9307 | . 0188 | . 8180 | 0.9471 | . 0037 | . 9420 | 0.9971 | . 0102 | . 9050 | 1.0478 |
|  |  | 2 | . 2640 | . 4530 | 0.9210 | -. 0544 | . 6980 | 0.9304 | -. 0188 | . 8150 | 0.9519 | -. 0037 | . 9430 | 0.9962 | -. 0102 | . 9170 | 1.0569 |
|  |  | 3 | -. 0025 | . 8190 | 1.1097 | . 0005 | . 5420 | 0.9409 | . 0001 | . 2030 | 0.7171 | . 0000 | . 0610 | 0.4060 | -. 0100 | . 0000 | 0.0746 |
|  |  | 4 | . 0027 | . 9640 | 1.3693 | -. 0005 | . 9190 | 1.0043 | - . 0001 | . 9140 | 0.9741 | -. 0000 | . 9350 | 1.0036 | . 0100 | . 0100 | 1.0072 |
|  | . 05 | 1 | . 1163 | . 6880 | 1.0093 | . 0543 | . 6570 | 0.9572 | . 0173 | . 8460 | 0.9963 | . 0055 | . 9310 | 0.9908 | . 0016 | . 9640 | 1.0268 |
|  |  | 2 | -. 1162 | . 6890 | 1.0128 | -. 0543 | . 6400 | 0.9564 | -. 0171 | . 8420 | 0.9956 | -. 0056 | . 9330 | 0.9989 | -. 0011 | . 9620 | 1.0251 |
|  |  | 3 | . 0055 | . 9170 | 1.0301 | . 0011 | . 7930 | 0.9647 | . 0002 | . 3500 | 0.8031 | . 0000 | . 0960 | 0.5438 | . 0000 | . 0150 | 0.1936 |
|  |  | 4 | -. 0056 | . 8770 | 0.9839 | -. 0012 | . 9370 | 0.9854 | -. 0003 | . 9410 | 0.9926 | . 0000 | . 9430 | 0.9793 | -. 0005 | . 9590 | 1.0746 |
|  | . 10 | 1 | . 1040 | . 6550 | 1.0122 | . 0474 | . 6600 | 0.9330 | . 0144 | . 8740 | 0.9752 | . 0042 | . 9320 | 0.9683 | . 0006 | . 9480 | 1.0060 |
|  |  | 2 | -. 1040 | . 6480 | 1.0132 | -. 0472 | . 6510 | 0.9297 | - . 0140 | . 8610 | 0.9594 | -. 0041 | . 9360 | 0.9862 | -. 0009 | . 9560 | 1.0074 |
|  |  | 3 | . 0084 | . 9190 | 0.9661 | . 0018 | . 8420 | 0.9172 | . 0002 | . 3530 | 0.7467 | . 0000 | . 0650 | 0.4029 | . 0000 | . 0160 | 0.2591 |
|  |  | 4 | -. 0084 | . 8970 | 1.0497 | -. 0021 | . 9250 | 0.9437 | - . 0006 | . 9590 | 1.0080 | -. 0002 | . 9470 | 0.9595 | . 0002 | . 9570 | 1.0004 |
|  | . 20 | 1 | . 0723 | . 6580 | 0.9574 | . 0354 | . 7010 | 0.9143 | . 0100 | . 9090 | 0.9647 | . 0024 | . 9450 | 0.9822 | -. 0009 | . 9440 | 1.0038 |
|  |  | 2 | -. 0718 | . 6520 | 0.9722 | -. 0349 | . 6840 | 0.9238 | - . 0099 | . 9050 | 0.9785 | -. 0024 | . 9420 | 0.9975 | . 0008 | . 9420 | 1.0013 |
|  |  | 3 | . 0118 | . 9290 | 0.9710 | . 0026 | . 9150 | 0.9981 | . 0003 | . 3880 | 0.7857 | . 0000 | . 0390 | 0.2919 | . 0000 | . 0250 | 0.3337 |
|  |  | 4 | -. 0123 | . 9050 | 1.0121 | -. 0031 | . 9480 | 1.0107 | - . 0004 | . 9460 | 0.9904 | . 0000 | . 9580 | 1.0282 | -. 0000 | . 9550 | 0.9929 |

Table 3. Continued.

| $N$ | $P(Z=2)$ | $\hat{\theta}$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 10,000 | . 01 | 1 | . 1083 | . 3180 | 0.9304 | . 0580 | . 0140 | 0.9355 | . 0177 | . 1860 | 0.9253 | . 0050 | . 8180 | 0.9618 | . 0005 | . 9480 | 1.0122 |
|  |  | 2 | $-.1084$ | . 3150 | 0.9299 | $-.0581$ | . 0140 | 0.9341 | -. 0178 | . 1750 | 0.9133 | -. 0050 | . 8140 | 0.9592 | -. 0005 | . 9480 | 1.0094 |
|  |  | 3 | . 0006 | . 9300 | 0.9719 | . 0002 | . 8490 | 0.9536 | . 0000 | . 3510 | 0.7248 | . 0000 | . 1330 | 0.5662 | . 0000 | . 0180 | 0.2357 |
|  |  | 4 | -. 0006 | . 9140 | 1.0145 | -. 0001 | . 9510 | 1.0016 | -. 0000 | . 9330 | 0.9943 | -. 0000 | . 9440 | 0.9827 | -. 0000 | . 9530 | 1.0248 |
|  | . 05 | 1 | . 1036 | . 1730 | 0.9255 | . 0524 | . 0130 | 0.9195 | . 0159 | . 2330 | 0.9716 | . 0044 | . 8530 | 1.0045 | . 0001 | . 9450 | 0.9891 |
|  |  | 2 | -. 1036 | . 1710 | 0.9222 | -. 0524 | . 0110 | 0.9285 | -. 0160 | . 2270 | 0.9780 | -. 0044 | . 8620 | 0.9924 | -. 0001 | . 9470 | 0.9840 |
|  |  | 3 | . 0018 | . 8800 | 0.9726 | . 0004 | . 9500 | 0.9899 | . 0001 | . 5210 | 0.8260 | . 0000 | . 1170 | 0.4172 | . 0000 | . 0230 | 0.3223 |
|  |  | 4 | -. 0018 | . 9020 | 1.0385 | $-.0005$ | . 9430 | 0.9846 | . 0001 | . 9600 | 1.0233 | -. 0001 | . 9590 | 1.0413 | . 0001 | . 9520 | 0.9969 |
|  | . 10 | 1 | . 0896 | . 0740 | 0.9529 | . 0455 | . 0180 | 0.9337 | . 0140 | . 3380 | 0.9850 | . 0043 | . 8500 | 0.9594 | . 0001 | . 9440 | 0.9693 |
|  |  | 2 | -. 0897 | . 0730 | 0.9515 | $-.0453$ | . 0170 | 0.9555 | -. 0140 | . 3200 | 0.9809 | -. 0043 | . 8570 | 0.9918 | -. 0002 | . 9560 | 1.0124 |
|  |  | 3 | . 0026 | . 8500 | 0.9642 | . 0007 | . 9210 | 0.9950 | . 0001 | . 6890 | 0.8811 | . 0000 | . 1460 | 0.4519 | . 0000 | . 0080 | 0.1825 |
|  |  | 4 | $-.0025$ | . 9170 | 1.0370 | $-.0008$ | . 9310 | 0.9986 | -. 0001 | . 9560 | 1.0123 | $-.0000$ | . 9560 | 1.0116 | . 0001 | . 9640 | 1.0389 |
|  | . 20 | 1 | . 0601 | . 0970 | 0.9126 | . 0312 | . 0760 | 0.9378 | . 0098 | . 5890 | 0.9694 | . 0027 | . 9240 | 0.9922 | . 0004 | . 9470 | 0.9894 |
|  |  | 2 | -. 0602 | . 0910 | 0.9402 | $-.0313$ | . 0570 | 0.9654 | -. 0097 | . 5310 | 0.9889 | -. 0027 | . 9080 | 1.0019 | -. 0003 | . 9510 | 0.9822 |
|  |  | 3 | . 0036 | . 8420 | 0.9642 | . 0009 | . 9090 | 0.9216 | . 0002 | . 8180 | 1.0068 | . 0000 | . 2220 | 0.5693 | . 0000 | . 0020 | 0.0715 |
|  |  | 4 | $-.0035$ | . 8960 | 1.0040 | $-.0007$ | . 9330 | 0.9912 | $-.0002$ | . 9500 | 0.9984 | -. 0000 | . 9480 | 0.9811 | $-.0001$ | . 9550 | 1.0229 |

Table 4. Bias, coverage of the $95 \%$ confidence interval and se $/ s d(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of W estimated using the restricted conditional model and covariate $Z$ with different values for the classification probabilities, different values for $P(Z=2)$ and sample size $(N)$, number of bootstrap samples $m=5$.

| $N$ | $P(Z=2)$ | $\hat{\theta}$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 1,000 | . 01 | 1 | . 0920 | . 7870 | 1.0070 | . 0561 | . 6670 | 0.9301 | . 0190 | . 8210 | 0.9555 | . 0038 | . 9410 | 1.0149 | $-.0003$ | . 9360 | 0.9726 |
|  |  | 2 | -. 0922 | . 7880 | 1.0075 | -. 0561 | . 6630 | 0.9322 | -. 0190 | . 8220 | 0.9608 | -. 0038 | . 9420 | 1.0149 | . 0002 | . 9400 | 0.9595 |
|  |  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  |  | 4 | . 0002 | . 9330 | 0.9656 | -. 0001 | . 9290 | 1.0017 | . 0000 | . 9140 | 0.9738 | . 0000 | . 9360 | 1.0045 | . 0001 | . 9380 | 1.0022 |
|  | . 05 | 1 | . 0780 | . 7740 | 0.9893 | . 0507 | . 6730 | 0.9450 | . 0171 | . 8520 | 0.9882 | . 0056 | . 9330 | 0.9864 | . 0016 | . 9630 | 1.0270 |
|  |  | 2 | -. 0779 | . 7690 | 0.9927 | -. 0507 | . 6630 | 0.9456 | -. 0170 | . 8460 | 0.9896 | -. 0056 | . 9320 | 0.9962 | -. 0011 | . 9610 | 1.0249 |
|  |  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  |  | 4 | -. 0001 | . 9200 | 0.9375 | -. 0001 | . 9360 | 0.9757 | -. 0001 | . 9410 | 0.9919 | . 0001 | . 9440 | 0.9800 | -. 0005 | . 9590 | 1.0741 |
|  | . 10 | 1 | . 0705 | . 7470 | 0.9859 | . 0425 | . 7060 | 0.9299 | . 0141 | . 8790 | 0.9741 | . 0042 | . 9330 | 0.9663 | . 0006 | . 9480 | 1.0044 |
|  |  | 2 | -. 0705 | . 7450 | 0.9894 | -. 0423 | . 6770 | 0.9283 | -. 0137 | . 8760 | 0.9607 | -. 0041 | . 9320 | 0.9822 | -. 0009 | . 9540 | 1.0052 |
|  |  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  |  | 4 | -. 0000 | . 9510 | 0.9994 | -. 0003 | . 9380 | 0.9340 | -. 0004 | . 9600 | 1.0104 | -. 0002 | . 9470 | 0.9589 | . 0003 | . 9580 | 0.9994 |
|  | . 20 | 1 | . 0501 | . 7530 | 0.9482 | . 0309 | . 7440 | 0.9212 | . 0095 | . 9060 | 0.9686 | . 0024 | . 9410 | 0.9801 | -. 0007 | . 9470 | 1.0041 |
|  |  | 2 | -. 0496 | . 7500 | 0.9611 | -. 0304 | . 7330 | 0.9279 | -. 0094 | . 9040 | 0.9845 | -. 0024 | . 9390 | 0.9907 | . 0007 | . 9430 | 1.0000 |
|  |  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  |  | 4 | -. 0005 | . 9490 | 1.0238 | -. 0005 | . 9530 | 1.0044 | -. 0001 | . 9460 | 0.9915 | . 0001 | . 9560 | 1.0284 | . 0000 | . 9530 | 0.9923 |

Table 4. Continued.

| $N$ | $P(Z=2)$ | $\hat{\theta}$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\theta)}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 10,000 | . 01 | 1 | . 1021 | . 3450 | 0.9331 | . 0581 | . 0110 | 0.9398 | . 0178 | . 1780 | 0.9292 | . 0050 | . 8200 | 0.9664 | . 0005 | . 9500 | 1.0132 |
|  |  | 2 | -. 1021 | . 3440 | 0.9330 | -. 0582 | . 0120 | 0.9391 | -. 0178 | . 1820 | 0.9168 | -. 0050 | . 8220 | 0.9633 | -. 0005 | . 9480 | 1.0101 |
|  |  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  |  | 4 | . 0001 | . 9470 | 0.9863 | . 0001 | . 9510 | 1.0032 | . 0000 | . 9310 | 0.9913 | -. 0000 | . 9440 | 0.9825 | -. 0000 | . 9530 | 1.0248 |
|  | . 05 | 1 | . 0916 | . 2140 | 0.9175 | . 0513 | . 0140 | 0.9214 | . 0158 | . 2380 | 0.9697 | . 0044 | . 8630 | 1.0099 | . 0001 | . 9460 | 0.9894 |
|  |  | 2 | -. 0916 | . 2120 | 0.9145 | -. 0512 | . 0130 | 0.9309 | -. 0159 | . 2170 | 0.9757 | -. 0044 | . 8690 | 0.9979 | -. 0001 | . 9470 | 0.9840 |
|  |  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  |  | 4 | -. 0000 | . 9530 | 0.9966 | -. 0001 | . 9490 | 0.9824 | . 0001 | . 9600 | 1.0234 | -. 0001 | . 9590 | 1.0416 | . 0001 | . 9520 | 0.9971 |
|  | . 10 | 1 | . 0794 | . 1050 | 0.9382 | . 0441 | . 0240 | 0.9314 | . 0139 | . 3470 | 0.9666 | . 0043 | . 8510 | 0.9603 | . 0001 | . 9460 | 0.9697 |
|  |  | 2 | -. 0794 | . 1050 | 0.9361 | -. 0439 | . 0180 | 0.9537 | -. 0139 | . 3200 | 0.9653 | -. 0043 | . 8520 | 0.9925 | -. 0002 | . 9560 | 1.0129 |
|  |  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  |  | 4 | . 0000 | . 9580 | 1.0304 | -. 0002 | . 9390 | 0.9953 | -. 0000 | . 9560 | 1.0115 | -. 0000 | . 9560 | 1.0118 | . 0001 | . 9640 | 1.0389 |
|  | . 20 | 1 | . 0531 | . 1680 | 0.9064 | . 0300 | . 0890 | 0.9311 | . 0096 | . 6020 | 0.9619 | . 0027 | . 9250 | 0.9907 | . 0004 | . 9450 | 0.9898 |
|  |  | 2 | -. 0532 | . 1530 | 0.9333 | -. 0301 | . 0620 | 0.9565 | -. 0096 | . 5350 | 0.9772 | -. 0026 | . 9130 | 0.9982 | -. 0003 | . 9510 | 0.9831 |
|  |  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  |  | 4 | . 0001 | . 9460 | 0.9888 | . 0002 | . 9470 | 0.9933 | -. 0001 | . 9490 | 0.9993 | -. 0000 | . 9480 | 0.9803 | -. 0001 | . 9550 | 1.0229 |

Table 5. Bias, coverage of the $95 \%$ confidence interval and se/sd $(\hat{\theta})$ of the logit coefficients of $Y_{1}$ regressed on covariate $Q$ with different values for the population values of the logit coefficient, different values for the classification probabilities, different values for $P(Z=2)$ and sample size ( $N$ ), number of bootstrap samples $m=5$.

| $N$ | coef | $P(Z=2)$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s l(\hat{\theta})}$ |
| 1,000 | . 45 | . 01 | -. 1139 | . 8550 | 1.0087 | -. 0763 | . 9080 | 1.0065 | $-.0432$ | . 9430 | 0.9924 | $-.0253$ | . 9360 | 0.9852 | -. 0047 | . 9590 | 1.0096 |
|  |  | . 05 | -. 1254 | . 8360 | 1.0070 | -. 0756 | . 9220 | 1.0013 | $-.0503$ | . 9230 | 0.9830 | -. 0170 | . 9290 | 0.9661 | -. 0025 | . 9500 | 0.9876 |
|  |  | . 10 | -. 1156 | . 8620 | 1.0103 | -. 0823 | . 8970 | 0.9963 | -. 0335 | . 9550 | 1.0339 | -. 0228 | . 9420 | 0.9940 | -. 0066 | . 9460 | 0.9528 |
|  |  | . 20 | -. 1144 | . 8610 | 1.0121 | -. 0762 | . 9030 | 0.9795 | -. 0378 | . 9430 | 1.0232 | -. 0157 | . 9500 | 1.0179 | -. 0063 | . 9480 | 0.9803 |
|  | . 55 | . 01 | . 1221 | . 8440 | 1.0323 | . 0808 | . 8930 | 0.9760 | . 0378 | . 9440 | 1.0077 | . 0204 | . 9460 | 0.9819 | . 0040 | . 9450 | 0.9799 |
|  |  | . 05 | . 1156 | . 8590 | 1.0206 | . 0795 | . 9000 | 0.9768 | . 0329 | . 9400 | 0.9950 | . 0217 | . 9320 | 0.9681 | . 0027 | . 9560 | 1.0533 |
|  |  | . 10 | . 1250 | . 8440 | 1.0136 | . 0753 | . 9050 | 1.0200 | . 0376 | . 9310 | 0.9820 | . 0214 | . 9400 | 1.0049 | . 0080 | . 9450 | 0.9828 |
|  |  | . 20 | . 1164 | . 8530 | 1.0150 | . 0759 | . 9000 | 0.9940 | . 0403 | . 9350 | 0.9989 | . 0178 | . 9410 | 0.9894 | . 0052 | . 9580 | 1.0157 |
|  | . 65 | . 01 | . 3768 | . 1790 | 0.9792 | . 2498 | . 5060 | 1.0233 | . 1322 | . 8310 | 0.9955 | . 0596 | . 9270 | 0.9876 | . 0135 | . 9480 | 1.0014 |
|  |  | . 05 | . 3677 | . 1700 | 1.0074 | . 2448 | . 5270 | 0.9782 | . 1249 | . 8260 | 0.9749 | . 0604 | . 9210 | 1.0037 | . 0021 | . 9440 | 0.9610 |
|  |  | . 10 | . 3700 | . 1660 | 1.0439 | . 2456 | . 5260 | 1.0248 | . 1248 | . 8500 | 1.0019 | . 0659 | . 9230 | 1.0028 | . 0018 | . 9450 | 0.9874 |
|  |  | . 20 | . 3799 | . 1570 | 1.0223 | . 2557 | . 4880 | 0.9879 | . 1258 | . 8490 | 1.0087 | . 0648 | . 9290 | 1.0449 | . 0173 | . 9440 | 0.9946 |
| 10,000 | . 45 | . 01 | -. 1211 | . 1510 | 0.9838 | -. 0794 | . 5020 | 0.9382 | -. 0417 | . 8140 | 1.0021 | $-.0222$ | . 9240 | 1.0272 | -. 0014 | . 9460 | 0.9907 |
|  |  | . 05 | -. 1201 | . 1510 | 0.9765 | -. 0810 | . 4700 | 1.0168 | -. 0399 | . 8320 | 1.0117 | -. 0183 | . 9190 | 0.9928 | -. 0018 | . 9440 | 0.9919 |
|  |  | . 10 | -. 1200 | . 1490 | 0.9682 | -. 0813 | . 4550 | 1.0213 | -. 0398 | . 8330 | 1.0032 | -. 0199 | . 9100 | 0.9696 | -. 0028 | . 9550 | 1.0037 |
|  |  | . 20 | -. 1179 | . 1730 | 0.9627 | -. 0793 | . 4890 | 0.9764 | -. 0411 | . 8190 | 0.9954 | -. 0199 | . 9330 | 1.0578 | -. 0029 | . 9550 | 1.0297 |
|  | . 55 | . 01 | . 1195 | . 1470 | 1.0344 | . 0802 | . 4830 | 0.9700 | . 0383 | . 8320 | 1.0036 | . 0200 | . 9150 | 0.9717 | . 0058 | . 9470 | 0.9691 |
|  |  | . 05 | . 1211 | . 1400 | 0.9898 | . 0800 | . 4870 | 0.9555 | . 0407 | . 8260 | 1.0384 | . 0193 | . 9200 | 1.0074 | . 0060 | . 9370 | 0.9844 |
|  |  | . 10 | . 1221 | . 1420 | 0.9849 | . 0814 | . 4810 | 0.9800 | . 0373 | . 8600 | 1.0222 | . 0180 | . 9310 | 1.0053 | . 0010 | . 9610 | 1.0464 |
|  |  | . 20 | . 1213 | . 1360 | 1.0191 | . 0786 | . 5080 | 1.0016 | . 0413 | . 8110 | 0.9906 | . 0214 | . 9160 | 0.9963 | . 0027 | . 9530 | 1.0121 |
|  | . 65 |  |  |  | 0.9855 | . 2499 |  | 0.9948 |  | . 1420 | 1.0078 | . 0617 | . 6740 | 0.9620 | . 0104 | . 9520 | 1.0347 |
|  |  | . 05 | . 3735 | . 0000 | 1.0096 | . 2484 | . 0000 | 1.0109 | . 1270 | . 1300 | 0.9911 | . 0649 | . 6380 | 0.9782 | . 0145 | . 9310 | 1.0156 |
|  |  | . 10 | . 3746 | . 0000 | 0.9988 | . 2493 | . 0000 | 1.0022 | . 1241 | . 1580 | 0.9729 | . 0624 | . 6740 | 1.0216 | . 0115 | . 9360 | 0.9955 |
|  |  | . 20 | . 3706 | . 0000 | 1.0016 | . 2510 | . 0000 | 0.9942 | . 1266 | . 1250 | 1.0222 | . 0642 | . 6440 | 0.9656 | . 0115 | . 9450 | 1.0145 |

Table 6. Bias, coverage of the $95 \%$ confidence interval and se $/ \operatorname{sd}(\hat{\theta})$ of the logit coefficients of $W$ estimated using the unconditional model regressed on covariate $Q$ with different values for the population values of the logit coefficient, different values for the classification probabilities, different values for $P(Z=2)$ and sample size $(N)$, number of bootstrap samples $m=5$.

| N | coef | $P(Z=2)$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 1,000 | . 45 | . 01 | . 0157 | . 9350 | 0.9918 | . 0090 | . 9530 | 1.0346 | -. 0021 | . 9520 | 1.0093 | . 0015 | . 9460 | 0.9795 | -. 0053 | . 9500 | 1.0045 |
|  |  | . 05 | . 0081 | . 9410 | 1.0813 | - . 0010 | . 9320 | 0.9798 | . 0024 | . 9490 | 1.0050 | -. 0047 | . 9530 | 1.0270 | . 0029 | . 9510 | 0.9889 |
|  |  | . 10 | . 0167 | . 9310 | 0.9873 | -. 0028 | . 9410 | 0.9611 | . 0050 | . 9450 | 0.9953 | . 0011 | . 9580 | 1.0166 | . 0016 | . 9460 | 0.9968 |
|  |  | . 20 | . 0112 | . 9210 | 0.9989 | . 0079 | . 9400 | 0.9890 | . 0006 | . 9520 | 0.9672 | -. 0046 | . 9580 | 1.0020 | -. 0005 | . 9520 | 1.0285 |
|  | . 55 | . 01 | -. 0308 | . 9310 | 0.9980 | -. 0031 | . 9350 | 0.9906 | -. 0006 | . 9440 | 0.9985 | -. 0093 | . 9470 | 0.9968 | . 0084 | . 9520 | 1.0232 |
|  |  | . 05 | -. 0090 | . 9230 | 0.9695 | -. 0047 | . 9350 | 0.9788 | -. 0006 | . 9540 | 0.9978 | -. 0043 | . 9520 | 1.0365 | -. 0002 | . 9610 | 1.0240 |
|  |  | . 10 | -. 0214 | . 9310 | 0.9734 | -. 0039 | . 9440 | 1.0123 | -. 0013 | . 9420 | 0.9833 | . 0019 | . 9450 | 0.9809 | -. 0045 | . 9600 | 1.0210 |
|  |  | . 20 | -. 0278 | . 9360 | 0.9902 | - . 0112 | . 9460 | 1.0053 | . 0018 | . 9510 | 1.0056 | . 0049 | . 9560 | 1.0109 | . 0006 | . 9560 | 1.0235 |

$\begin{array}{lllll}.500 & 1.0091 & -.0009 & .9490 & 0.9949\end{array}$



$\begin{array}{llllllllllll}.0031 & .9410 & 0.9762 & .0024 & .9530 & 1.0250 & -.0022 & .9550 & 1.0359 & .0006 & .9510 & 0.9851\end{array}$

 $\begin{array}{lllllllll}0 & 0002 & .9560 & 1.0014 & -.0003 & .9680 & 1.0423 & -.0019 & .9400\end{array} 0.9699$
$\begin{array}{lll}.0002 & .9410 & 0.9808\end{array}$

 1.0081

1.0809 | 0 |
| :--- |夺 $\begin{array}{r}n \\ 0 \\ \\ \hline\end{array}$

Table 7. Bias, coverage of the $95 \%$ confidence interval and se/sd( $\hat{\theta})$ of the logit coefficients of $W$ estimated using the conditional model regressed on covariate $Q$ with different values for the population values of the logit coefficient, different values for the classification probabilities, different values for $P(Z=2)$ and sample size ( $N$ ), number of bootstrap samples $m=5$.

| $N$ | coef | $P(Z=2)$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 1,000 | . 45 | . 01 | -. 4303 | . 7100 | 1.3597 | . 0097 | . 9550 | 1.0372 | - . 0036 | . 9580 | 1.0172 | . 0022 | . 9450 | 0.9789 | -. 0053 | . 9470 | 1.0040 |
|  |  | . 05 | . 0075 | . 9490 | 1.0825 | -. 0027 | . 9360 | 0.9812 | . 0025 | . 9520 | 0.9975 | -. 0043 | . 9550 | 1.0289 | . 0032 | . 9500 | 0.9899 |
|  |  | . 10 | . 0135 | . 9310 | 0.9973 | -. 0021 | . 9410 | 0.9624 | . 0065 | . 9440 | 0.9964 | . 0014 | . 9570 | 1.0134 | . 0016 | . 9480 | 0.9982 |
|  |  | . 20 | . 0027 | . 9290 | 0.9731 | . 0027 | . 9410 | 1.0048 | . 0003 | . 9540 | 0.9760 | - . 0048 | . 9470 | 0.9990 | -. 0006 | . 9540 | 1.0283 |
|  | . 55 | . 01 | . 4050 | . 7500 | 1.2376 | -. 0039 | . 9360 | 0.9990 | -. 0015 | . 9470 | 1.0016 | -. 0096 | . 9490 | 0.9959 | . 0084 | . 9520 | 1.0231 |
|  |  | . 05 | -. 0028 | . 9220 | 1.0031 | -. 0041 | . 9450 | 0.9927 | -. 0008 | . 9490 | 0.9984 | -. 0037 | . 9540 | 1.0433 | -. 0001 | . 9590 | 1.0239 |
|  |  | . 10 | -. 0113 | . 9490 | 0.9894 | -. 0018 | . 9470 | $1.0198$ | $-.0020$ | . 9470 | $0.9814$ | $.0025$ | . 9460 | 0.9805 | -. 0044 | . 9600 | 1.0211 |
|  |  | . 20 | -. 0087 | . 9450 | 1.0109 | -. 0080 | . 9490 | 1.0205 | . 0015 | . 9490 | 0.9990 | . 0056 | . 9590 | 1.0146 | . 0006 | . 9560 | 1.0236 |

$\begin{array}{llllllllllllllll}1.3336 & .0800 & 1.3089 & -.0060 & .9480 & 1.0146 & -.0027 & .9440 & 0.9774 & -.0076 & .9520 & 1.0107 & -.0010 & .9540 & 0.9959\end{array}$



$\begin{array}{lll}.0030 & .9410 & 0.9946\end{array}$
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Table 8. Bias, coverage of the $95 \%$ confidence interval and se $/ \operatorname{sd}(\hat{\theta})$ of the logit coefficients of $W$ estimated using the restricted conditional model regressed on covariate $Q$ with different values for the population values of the logit coefficient, different values for the classification probabilities, different values for $P(Z=2)$ and sample size $(N)$, number of bootstrap samples $m=5$.

| N | coef | $P(Z=2)$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
| 1,000 | . 45 | . 01 | . 0318 | . 9170 | 0.9730 | . 0099 | . 9470 | 1.0215 | . 0018 | . 9530 | 0.9893 | -. 0054 | . 9400 | 0.9693 | -. 0013 | . 9500 | 1.0134 |
|  |  | . 05 | . 0099 | . 9390 | 1.0035 | -. 0011 | . 9380 | 0.9586 | -. 0096 | . 9410 | 0.9932 | . 0077 | . 9490 | 0.9912 | . 0024 | . 9500 | 0.9816 |
|  |  | . 10 | . 0057 | . 9370 | 1.0108 | -. 0027 | . 9420 | 0.9728 | . 0047 | . 9580 | 1.0362 | -. 0029 | . 9520 | 1.0184 | -. 0033 | . 9430 | 0.9480 |
|  |  | . 20 | . 0060 | . 9350 | 1.0079 | . 0050 | . 9530 | 1.0086 | . 0063 | . 9550 | 1.0681 | . 0051 | . 9530 | 1.0049 | -. 0008 | . 9450 | 0.9851 |
|  | . 55 | . 01 | -. 0088 | . 9370 | 1.0423 | - . 0040 | . 9380 | 0.9916 | -. 0055 | . 9540 | 1.0004 | -. 0011 | . 9470 | 0.9818 | -. 0002 | . 9480 | 0.9880 |
|  |  | . 05 | -. 0048 | . 9400 | 1.0348 | -. 0037 | . 9460 | 0.9922 | -. 0094 | . 9480 | 1.0012 | . 0016 | . 9430 | 0.9808 | -. 0014 | . 9550 | 1.0565 |
|  |  | . 10 | . 0058 | . 9340 | 1.0123 | -. 0021 | . 9350 | 0.9904 | -. 0011 | . 9460 | 0.9986 | . 0031 | . 9510 | 1.0202 | . 0023 | . 9530 | 0.9840 |
|  |  | . 20 | -. 0010 | . 9320 | 0.9809 | -. 0065 | . 9470 | 1.0168 | -. 0019 | . 9510 | 0.9913 | -. 0015 | . 9490 | 0.9833 | . 0009 | . 9550 | 1.0090 |
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Table 9. Bias, coverage of the $95 \%$ confidence interval and se $/ \operatorname{sd}(\hat{\theta})$ of the 4 cell proportions of the $2 \times 2$ table of W estimated using the restricted conditional model and covariate $Z$ with classification probabilities $0.90, P(Z=2)=0.1$, sample size $=1000,00$ and different values for the number of bootstrap samples $m$.

| m | $\theta$ | class. prob. 0.70 |  |  | class. prob. 0.80 |  |  | class. prob. 0.90 |  |  | class. prob. 0.95 |  |  | class. prob. 0.99 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ | bias | cov | $\frac{s e}{s d(\hat{\theta})}$ |
|  | 1 | . 0705 | . 7470 | 0.9859 | . 0425 | . 7060 | 0.9299 | . 0141 | . 8790 | 0.9741 | . 0042 | . 9330 | 0.9663 | . 0006 | . 9480 | 1.0044 |
|  | 2 | -. 0705 | . 7450 | 0.9894 | -. 0423 | . 6770 | 0.9283 | -. 0137 | . 8760 | 0.9607 | -. 0041 | . 9320 | 0.9822 | -. 0009 | . 9540 | 1.0052 |
| 5 | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  | 4 | -. 0000 | . 9510 | 0.9994 | -. 0003 | . 9380 | 0.9340 | -. 0004 | . 9600 | 1.0104 | -. 0002 | . 9470 | 0.9589 | . 0003 | . 9580 | 0.9994 |
| 10 | 1 | . 07146 | . 7750 | 0.9870 | . 0427 | . 7090 | 0.9399 | . 014 | . 8780 | 0.9829 | . 0042 | . 9340 | 0.9690 | . 0006 | . 9460 | 1.0042 |
|  | 2 | -. 0715 | . 7660 | 0.9929 | -. 0424 | . 6970 | 0.9406 | -. 0137 | . 8600 | 0.9685 | -. 0040 | . 9390 | 0.9861 | -. 0009 | . 9540 | 1.0056 |
|  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  | 4 | . 0000 | . 9510 | 0.9994 | -. 0003 | . 9380 | 0.9340 | -. 0004 | . 9600 | 1.0104 | -. 0002 | . 9470 | 0.9589 | . 0003 | . 9580 | 0.9994 |
| 20 | 1 | . 0710 | . 8010 | 1.0161 | . 0425 | . 7090 | 0.9360 | . 0138 | . 8880 | 0.9753 | . 0041 | . 9300 | 0.9646 | . 0006 | . 9480 | 1.0052 |
|  | 2 | -. 0710 | . 8060 | 1.0222 | -. 0423 | . 6930 | 0.9399 | -. 0135 | . 8680 | 0.9626 | -. 0040 | . 9340 | 0.9828 | -. 0009 | . 9540 | 1.0061 |
|  | 3 | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  | 4 | . 0000 | . 9510 | 0.9994 | -. 0003 | . 9380 | 0.9340 | -. 0004 | . 9600 | 1.0104 | -. 0002 | . 9470 | 0.9589 | . 0003 | . 9580 | 0.9994 |
| 40 | 1 | 0.0720 | . 7910 | 1.0152 | . 0426 | . 7120 | 0.9485 | . 0141 | . 8720 | 0.9826 | . 0042 | . 9330 | 0.9661 | . 0007 | . 9480 | 1.0045 |
|  | 2 | -0.0720 | . 7920 | 1.0208 | -. 0424 | . 7000 | 0.9512 | -. 0137 | . 8610 | 0.9692 | -. 0040 | . 9400 | 0.9835 | -. 0009 | . 9520 | 1.0055 |
|  | 3 | 0.0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - | . 0000 | - | - |
|  | 4 | -0.0000 | . 9510 | 0.9994 | -. 0003 | . 9380 | 0.9340 | -. 0004 | . 9600 | 1.0104 | -. 0002 | . 9470 | 0.9589 | . 0003 | . 9580 | 0.9994 |

## Appendix B

- Table 10 (Application) entropy $R^{2}$, classification probabilities, marginal probabilities: This table shows the entropy $R 2$, classification probabilities for the indicators and marginal probabilities for the covariates for the unconditional, the conditional and the restricted conditional model. Note that the rent benefit variable takes information of 779 individuals into account and marital status variable of 3 , 011.
- Table 11 (Application) proportions and marginal proportions: The first block of tihs table represents the (pooled) marginal proportions of the variable own/rent. The second block represents the (pooled) proportions of the variable own/rent for persons receiving rent benefit. The third block represents the (pooled) proportions of the variable own/rent for persons not receiving rent benefit. Within each block, the first two rows represent the BAG register and the LISS background survey, used as the indicators for the MILC method. The last three rows represent the three different models used to apply the MILC method. For each proportion a (pooled) estimate and a (pooled) $95 \%$ confidence interval is given.
- Table 12 (Application) estimates of intercept and logit coefficient: In this table, first two rows represent the BAG register and the LISS background survey, used as the indicators for the MILC method. The last three rows represent the three different models used to apply the MILC method. The columns represent the (pooled) estimate and $95 \%$ confidence interval (total) standard error of the intercept and the logit coefficient of the variable owning/renting a house.

Table 10. Entropy $R^{2}$, classification probabilities for the indicators and marginal probabilities for the covariates for the unconditional, the conditional and the restricted conditional model. Note that the rent benefit variable takes information of 779 individuals into account and marital status variable of 3,011.

|  |  |  | Unconditional model | Conditional model | Restricted conditional model |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Entropy $R^{2}$ |  |  | 0.9334 | 0.9377 | 0.9380 |
|  | LISS | $P($ rent $\mid$ LC rent $)$ | 0.8937 | 0.8938 | 0.9344 |
| Classification probability | background | $P($ own \| LC own) | 0.9997 | 0.9997 | 0.9992 |
|  | BAG | $P($ rent $\mid$ LC rent $)$ | 0.9501 | 0.9500 | 0.9496 |
|  | register | $P$ (own\|LC own) | 0.9749 | 0.9749 | 0.9525 |
| $P$ (rent benefit) |  |  |  | 0.3004 | 0.3004 |
| $P$ (married) |  |  | 0.5284 | 0.5284 | 0.5284 |

Table 11. The first block represents the (pooled) marginal proportions of the variable own/rent. The second block represents the (pooled) proportions of the variable own/rent for persons receiving rent benefit. The third block represents the (pooled) proportions of the variable own/rent for persons not receiving rent benefit. Within each block, the first two rows represent the BAG register and the LISS background survey, used as the indicators for the MILC method. The last three rows represent the three different models used to apply the MILC method. For each proportion a (pooled) estimate and a (pooled) $95 \%$ confidence interval is given.

|  | $P$ (own) |  | $P$ (rent) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Estimate | 95\% CI | Estimate | 95\% CI |
| BAG register | 0.6450 | [0.6448; 0.6451] | 0.3550 | [0.3549; 0.3511] |
| LISS background | 0.6830 | [0.6829; 0.6832] | 0.3170 | [0.3168; 0.3171] |
| Unconditional | 0.6405 | [0.6404; 0.6407] | 0.3595 | [0.3593; 0.3596] |
| Conditional | 0.6597 | [0.6595; 0.6598] | 0.3403 | [0.3402; 0.3405] |
| Restricted conditional | 0.6597 | [0.6595; 0.6598] | 0.3403 | [0.3402; 0.3405] |


|  | $P($ own $\times$ rent benefit $)$ |  |  | $P($ rent $\times$ rent benefit $)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Estimate |  |  | $95 \% \mathrm{CI}$ |  |


|  | $P($ own $\times$ no rent benefit $)$ |  |  |  | $P($ rent $\times$ no rent benefit $)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | Estimate |  |  | $95 \% \mathrm{CI}$ |  |  |
| Estimate | $95 \% \mathrm{CI}$ |  |  |  |  |  |
| BAG register | 0.0552 | $[0.0391 ; 0.0713]$ |  | 0.6444 | $[0.6107 ; 0.6781]$ |  |
| LISS background | 0.0285 | $[0.0167 ; 0.0403]$ |  | 0.6723 | $[0.6391 ; 0.7054]$ |  |
| Unconditional | 0.0157 | $[0.0151 ; 0.0162]$ |  | 0.6829 | $[0.6824 ; 0.6835]$ |  |
| Conditional | 0.0159 | $[-0.0168 ; 0.0487]$ |  | 0.6827 | $[0.6499 ; 0.7154]$ |  |
| Restricted conditional | 0.0213 | $[-0.0116 ; 0.0542]$ | 0.6773 | $[0.6444 ; 0.7102]$ |  |  |

Table 12. The first two rows represent the BAG register and the LISS background survey, used as the indicators for the MILC method. The last three rows represent the three different models used to apply the MILC method. The columns represent the (pooled) estimate and 95\% confidence interval (total) standard error of the intercept and the logit coefficient of the variable owning/renting a house.

|  | Intercept |  |  | Marriage |  |
| :--- | :--- | :---: | :--- | :--- | :--- |
|  | Estimate | $95 \% \mathrm{CI}$ |  | Estimate | $95 \% \mathrm{CI}$ |
| BAG register | 2.4661 | $[2.2090 ; 2.7233]$ |  | -1.2331 | $[-1.3901 ;-1.0760]$ |
| LISS background | 2.7620 | $[2.4896 ; 3.0343]$ | -1.3041 | $[-1.4678 ;-1.1405]$ |  |
| Unconditional | 2.6869 | $[2.4251 ; 2.9487]$ |  | -1.3875 | $[-1.6493 ;-1.1257]$ |
| Conditional | 2.7698 | $[2.5034 ; 3.0363]$ | -1.3982 | $[-1.6646 ;-1.1317]$ |  |
| Restricted conditional | 2.7712 | $[2.5036 ; 3.0389]$ |  | -1.3817 | $[-1.6493 ;-1.1140]$ |
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