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There is evidence that survey interviewers may be tempted to manipulate answers to filter
questions in a way that minimizes the number of follow-up questions. This becomes relevant
when ego-centered network data are collected. The reported network size has a huge impact
on interview duration if multiple questions on each alter are triggered. We analyze interviewer
effects on a network-size question in the mixed-mode survey “Panel Study ‘Labour Market
and Social Security’” (PASS), where interviewers could skip up to 15 follow-up questions by
generating small networks. Applying multilevel models, we find almost no interviewer effects
in CATI mode, where interviewers are paid by the hour and frequently supervised. In CAPI,
however, where interviewers are paid by case and no close supervision is possible, we find
strong interviewer effects on network size. As the area-specific network size is known from
telephone mode, where allocation to interviewers is random, interviewer and area effects can
be separated. Furthermore, a difference-in-difference analysis reveals the negative effect of
introducing the follow-up questions in Wave 3 on CAPI network size. Attempting to explain
interviewer effects we neither find significant main effects of experience within a wave, nor
significantly different slopes between interviewers.
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1. Introduction and Research Question

Within the total survey error framework (Groves et al. 2004; Biemer 2010) survey

interviewers play a central role as the agents who implement the survey design. Their tasks

may comprise selecting the right target person, achieving contact with the target person

and eliciting cooperation, explaining the task to the survey respondent, asking the

questions, probing and coding answers. Consequently, interviewers can influence almost

every error source in a survey.

This article focuses on interviewer effects on measurement. Interviewers may influence

survey measurement in a variety of ways: there is ample evidence that the mere presence

of an interviewer causes respondents to give more socially desirable answers than in self-

administered surveys (Tourangeau and Yan 2007). Furthermore, respondents may be

influenced by observable interviewer characteristics like his or her age (Freeman and

Butler 1976), gender (Groves and Fultz 1985; Huddy et al. 1997) or ethnic affiliation

(Schuman and Converse 1971) – where direction and strength of the effect have often
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been shown to depend on the interaction between respondent and interviewer

characteristics. Another source of interviewer variance is nonstandard behavior during

the interview like probing (Freeman and Butler 1976; Mangione et al. 1992; van der Zouwen

et al. 2004). All explanations mentioned so far refer to unintended interviewer effects on

measurement. A different explanation focuses on deliberate interviewer misbehavior in

the sense of partial interview falsifications, emanating from an incentive to cheat.

Following the seminal article by Crespi (1945), there have been regular publications on

interviewer cheating (cf. Blasius and Friedrich 2012 for a brief overview), focusing on

interviewers’ motivation for cheating (Crespi 1945), on methods to detect (Biemer and

Stokes 1989) and prevent (AAPOR 2003) cheating and on consequences for estimates

from surveys (Schnell 1991; Schraepler and Wagner 2005). Cheating is usually considered

to be a problem in CAPI rather than CATI surveys (Guterbrock 2008). While interviewers

who fabricate complete interviews run a high risk of detection, other, more subtle

techniques are harder to detect (Schnell 2012). These include the selection of the wrong

target persons, the fabrication of parts of the interview, but also “[: : :] deliberately

miscoding the answer to a question in order to avoid follow-up questions” (Guterbrock

2008, 267). Depending on the payment scheme and the tightness of supervision,

interviewers might be tempted to increase their efficiency by editing answers to filter

questions in a way that reduces interview duration.

With respect to panel surveys, interviewers face a high risk of detection when

fabricating complete interviews. Inconsistencies in answers across waves are easily

detected. In addition, in most panel surveys, respondents are routinely contacted by the

survey agency in between waves for tracking purposes and a complete fabrication would

immediately become apparent in case of interviewer changes. In the German Socio-

Economic Panel Survey (GSOEP), such falsifications were thus almost exclusively found

in initial wave interviews of new refreshment samples (cf. Schraepler and Wagner 2005).

This makes resorting to partial falsifications, like taking shortcuts at filter questions, even

more attractive in panel surveys.

Underreporting in filter and screener questions has received increased attention in recent

years (Kreuter et al. 2011; Tourangeau et al. 2012). Several projects have been launched in

order to investigate the processes leading to such underreporting (Tourangeau et al. 2015;

Eckman et al. 2014). Most of the results published so far refer to respondent effects. The

investigation of interviewer effects on measurement in filter questions has been identified

as an important topic for future research in this literature (Kreuter et al. 2011) as only few

studies have been devoted to this.

We identified three studies dealing with interviewer effects on filter questions in

general. Schnell and Kreuter (2000) argue that differences in victimization rates between

different German victimization surveys are in part due to interviewers taking shortcuts at

filter questions (Schnell and Kreuter 2000, 114f.). In a later study, Matschinger et al.

(2005) investigated a mental health screening question that triggered a series of follow-up

questions if endorsed. They found huge interviewer effects, and a latent class regression

clearly revealed classes of dishonest interviewers who exhibited learning effects across

fieldwork. Finally, Kosyakova et al. (2015) found interviewers affected the endorsement

rate of filter questions in the German PASS panel. Controlling for a large set of interviewer

and respondent attributes, about three percent of the variance in responses to filter
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questions can be shown to be interviewer variance. For CAPI interviewers the

endorsement rate and thus the number of follow-up questions decreased with growing

interviewer experience.

One specific area where interviewer effects on filter questions can be assumed to be of

particular importance is the collection of ego-centered social network data in surveys. The

number of persons reported in response to network generator questions (i.e., questions that

are designed to elicit the name of alters in the network of a respondent) can have a huge

impact on subsequent interview duration if – as is often the case – multiple follow-up

questions on each alter or even questions on the relationship between each pair of alters are

asked. Given that this question is also less objective than other common filter questions, for

example on current employment status, it may stand out to interviewers as the one question

where a lot of time can be saved and detection probability is low. Consequently there is some

evidence of strong interviewer effects on the number of persons named in response to

network generator questions (van Tilburg 1998; Marsden 2003; Brüderl et al. 2013).

Interviewer effects on filter questions are usually reported for PAPI and CAPI surveys

where interviewers are not under constant supervision by their survey organization. We do

not know of any CATI study that finds strong effects. (Kreuter et al. (2011) even found no

effect of experimentally varied payment schemes (payment by case vs. payment by hour)

on answers to filter questions in a CATI survey. They argue that the routine monitoring is

what keeps CATI interviewers from cheating). A serious drawback of previous research is

that interviewers are usually strongly confounded with primary sampling units (PSUs) and

thus interviewer and area effects are difficult to separate. In this article CATI and CAPI

interviews within identical PSUs are utilized to disentangle this effect.

Using a mixed-mode survey, we will evaluate four research questions in this article: can

we find any interviewer effects on a network-size filter question? Does the size of these

effects differ by the mode-specific combination of payment scheme and supervision

practice? Can these effects be explained by area differences in network size? And do

interviewers learn to cheat as they gain experience with the survey?

2. Previous Research

Social network size measures have been discussed as being prone to interviewer effects for

some time. This is usually investigated by analyzing to what extent observed network sizes

differ across interviewers and what proportion of these variances can be explained by

interviewer characteristics or by differences in respondent composition (van Tilburg 1998;

Marsden 2003; Brüderl et al. 2013; Paik and Sanchagrin 2013). Typically the intraclass

correlation (ICC) is used as a measure for the size of the interviewer effect. The ICC can be

interpreted as the (covariate-adjusted) proportion of variance that is due to differences

between interviewers. For a formal definition in the context of random-effects models, see

the methods section.

Controlling for a large number of sociodemographic respondent and interviewer

characteristics, both van Tilburg (1998) and Marsden (2003) found a strong interviewer

effect on the number of social contacts elicited, measured by an ICC of rint ¼ 0.15 and

rint ¼ 0.13, respectively, after controlling for respondent-level predictors of network size.

Compared to the average size of interviewer effects for any kind of questions in personal
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interview surveys reported by Groves (1989, 319), these effects are quite large.

Nevertheless, recent studies discovered even larger interviewer effects far exceeding this

for network size: Paik and Sanchagrin (2013) found an intraclass correlation of up to

rint ¼ 0.22, while Brüderl et al. (2013) found by far the largest effect of rint ¼ 0.40 after

controlling for respondent-level predictors. However, Marsden (2003) and Brüderl et al.

(2013) could not identify interviewer characteristics significantly affecting network sizes.

Van Tilburg (1998) found experienced interviewers produced reduced network sizes,

whereas interviewers who were better educated and had more experience in the particular

survey generated larger networks.

One common approach is to classify interviewers according to the (pattern of) network

sizes they generate. For example, Brüderl et al. (2013) identified three types of

interviewers by analyzing which interviewers affect the intraclass correlation most, thus

distinguishing between diligent, normal, and fraudulent interviewers. This approach

does not take into account the temporal pattern of responses. An alternative approach

applied by Matschinger et al. (2005) for a mental health screening question makes use

of this temporal order of the interviews. They used latent class regression techniques to

create classes of interviewers with similar patterns of responses to filter questions across

their sequence of interviews. Thereby, they were able to identify classes of interviewers

who “learn” to cheat while becoming more experienced with the administration of the

questionnaire.

The network delineation instrument that previous studies used in their analysis was an

interviewer-administered name generator where respondents were instructed to report the

names of persons they are regularly in touch with in specific situations. The delineating

procedure thus constituted a complex task for both respondents and interviewers.

Respondents had to interpret these questions correctly and select appropriate persons from

their network, while interviewers had to check answers and apply appropriate probing

strategies in case of difficulties of comprehension or lacking plausibility. Due to the

questions’ complexity, the explanation for the large interviewer variances provided by van

Tilburg (1998) and Marsden (2003) resides in different probing strategies among the

interviewers. Thus they advise training interviewers more carefully. In contrast, Brüderl

et al. (2013) and Paik and Sanchagrin (2013) explain the differences in network size by

deliberate interviewer misbehavior in order to shorten an interview, an explanation that

has been largely neglected by previous literature. All of these studies investigate

interviewer effects on network size in a face-to-face setting where there was a nonrandom

allocation of interviewers to respondents. In these designs, there is not sufficient

interpenetration to separate interviewer effects from area effects (Groves 1989, 270f.).

Thus regional variance and interviewer variance are confounded (O’Muircheartaigh and

Campanelli 1998; Schnell and Kreuter 2005). Consequently, the unexplained interviewer

variance that these studies interpret as evidence for interviewer effects might instead be an

unexplained area effect and reflect local differences in network size instead. To tackle this,

van Tilburg (1998) and Brüderl et al. (2013) included area dummies in their models.

However, this strategy leaves only those areas which were worked by more than one

interviewer for the identification of interviewer effects. Marsden (2003) argued against

area effects by showing that the intra-interviewer correlation for a less complex “global”

network size measure, almost identical to the one that is analyzed in this article, amounts
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to only 0.04–0.05. Paik and Sanchagrin (2013) compared outlier interviewers to the

remaining interviewers in the same PSU to prove that there is no significant difference in

network size estimates between geographical regions that can account for the existence of

outlier interviewers.

In contrast to previous approaches, we are able to exploit the mixed-mode design

implemented in PASS as well as the longitudinal character of the data. The mixed-mode

design brings with it a direct comparability of a CATI sample, in which interviewer

assignment is independent of region, and a CAPI sample, in which interviewer and region

are confounded. Different incentive structures and supervision practices between modes

can thus be exploited to differentiate between explanations referring to the complexity of

the filter question and explanations referring to interviewer cheating.

3. Data and Hypotheses

This article uses data from the third wave of the German panel survey “Labour Market and

Social Security” (PASS) (Trappmann et al. 2010; Trappman et al. 2013). PASS is an

annual panel survey that focuses on labor market, poverty, and social policy research.

While the target population is all households in Germany, low-income households are

oversampled. In each household the head of the household answers a household

questionnaire. Subsequently, every person aged 15 or older is interviewed with a person

questionnaire. PASS is implemented with a sequential mixed-mode design within 300

primary sampling units. Most of the households are interviewed in CATI mode, while

households and persons that cannot be contacted by phone or that prefer a personal

interview are interviewed in CAPI. In Wave 3, which is analyzed here, 5,663 persons

(42.1%) have been interviewed in CAPI and 7,776 (57.9%) in CATI mode (Bethmann and

Gebhardt 2011).

The PASS survey offers the rare opportunity of a mixed-mode survey where answers to

the same filter question are available from CATI as well as CAPI interviews in the same

primary sampling units. This entails a direct comparability of the interviewer influences

in the context of different supervision practice and incentive structure as well as the

possibility to consider interviewer and area effects separately.

The network-size filter question that is analyzed in this article was asked in the person

questionnaire in Wave 3. Respondents were first asked whether they have any close friends

or family members outside their household with whom they have a strong relationship.

If this first filter question was endorsed, it was followed by the inquiry concerning the

number of such contacts outside the household. For each of the three closest relationships,

respondents were asked five follow-up questions about the alter’s gender, education,

employment status, frequency of contact and the kinship relation between respondent and

alter. These follow-up questions were limited to the three closest friends in an attempt to

constrict the incentive to cheat. (The questionnaire can be found at http://doku.iab.de/fdz/

pass/Questionaires_English_W3.zip). While the same two initial questions on personal

network size had been asked in the first two waves of the panel study, no follow-up

questions had been asked in these waves. Therefore differences in response behavior

between Waves 1 and 2 on the one hand and Wave 3 on the other hand can be exploited to

analyze the effects of adding additional burden to certain answers to this question.
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Depending on the answer to the initial two questions, in Wave 3 there can be between zero

and 15 follow-up questions. The easiest way for interviewers to reduce their workload

would be to enter “no”, “refused” or “don’t know” without even asking the initial question,

thus skipping the whole set of follow-up questions. An alternative would be to ask and

record the first question truthfully and then enter a number smaller than three for the number

of close friends (irrespective of whether the second question was actually asked or what

answer was given). At the same time, there is hardly any chance that respondents who had

never been asked this set of questions before would notice these shortcuts.

In PASS Wave 3 overall, 129 CATI interviewers conducted between two and 238

interviews (with a mean of 60) and 243 CAPI interviewers conducted one to 97 interviews

(with a mean of 23). All interviewers work for the same survey organization. Nevertheless,

CATI and CAPI interviewers work in completely different environments. On the one

hand, modes differ in their payment scheme. While CAPI interviewers are paid the same

amount for each successful interview, irrespective of its duration, CATI interviewers

are paid by the hour. Consequently, interview duration should not matter for CATI

interviewers, while in CAPI a shorter interview implies a higher hourly wage.

On the other hand, modes differ in the tightness of supervision: CAPI interviewers

can work fairly autonomously as they organize the workload assigned to them themselves

and do not face a recording of their interviews. As a means to detect falsifications, a

random sample of respondents and nonrespondents is contacted by the survey organization

either by postcard or by phone after the interview. These tests focus mainly on

verifying the assigned disposition codes and the time and duration of the interview. It

seems very unlikely that cheating with a filter question can be inferred from these tests. In

contrast to this, CATI interviewers are frequently monitored by a supervisor in the call

centers of the survey organization, who would likely detect any deviations from the

protocol leading to a dismissal from the study in case of repeated misbehavior

(cf. Büngeler et al. 2010).

All in all – unless they have a preference for creating high-quality data – CAPI

interviewers face strong incentives to cheat when collecting data on network size. At the

same time it seems very unlikely that there are deliberate falsifications by CATI

interviewers. They do not gain anything from cheating, as a shorter interview means that

they are paid less or have to contact additional respondents within their shift. Interviewer

effects in CATI should thus be limited to unintentional effects. Hence, we derive

Hypothesis 1a and 1b with respect to Wave 3 of PASS:

Hypothesis 1a: The interviewer effect on network size is stronger in CAPI than in CATI.

Hypothesis 1b: Network sizes in CAPI interviews are smaller compared to CATI

interviews.

As the same network size questions had been asked in Waves 1 and 2 of the panel survey

without triggering any follow-up questions, an incentive for CAPI interviewers to cheat

has been introduced for the first time in Wave 3. This should reduce network size in CAPI

in Wave 3 compared to network size in CAPI in Wave 2. This leads to Hypothesis 1c:

Hypothesis 1c: The introduction of up to 15 follow-up questions in Wave 3 leads to a

decrease in CAPI network size compared to Wave 2.
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There is some evidence that experienced interviewers produce stronger systematic effects

on filter questions than unexperienced interviewers (Hughes et al. 2002). Groves et al.

(2004, 273) argue that this might be due to reward systems for CAPI interviewers focusing

on productivity instead of measurement quality. Thus we derive our fourth hypothesis:

Hypothesis 2a: The network size in CAPI mode in Wave 3 decreases with the

experience of an interviewer across studies.

Furthermore, it is highly plausible to assume that interviewers learn how to cheat

effectively during the fieldwork of a specific survey. It might take some time for

interviewers to realize which questions have a huge impact on interview duration and can

be manipulated easily at the same time (Matschinger et al. 2005). In line with this, we

expect the cheating behavior not to be constant across time as interviewers have to exhibit

a learning effect first. Thus, our fifth hypothesis is:

Hypothesis 2b: The network size in CAPI mode in Wave 3 decreases with the

experience of an interviewer within the study.

4. Methods

To test these hypotheses, we will for the most part use multilevel regression models

(Swamy 1971; Goldstein 1986; Longford 1993) to take into account the clustering of

respondents within interviewers and to determine the proportion of the total variance that

can be attributed to the interviewers as a measure of interviewer influence. In the absence

of a gold-standard measurement for network size, interviewer effects can be identified by

estimating intra-interviewer correlations rint of the survey measure. Within the frame of a

random-effects ANOVA model, this is given by r int ¼ s2
b=s

2
b þ s2

w where s b
2 is the

between-interviewer variance and sw
2 the within-interviewer variance. (We follow the

notation in Rabe-Hesketh and Skrondal 2012.) We will refer to the intra-interviewer

correlation either as rint or as ICC (for intraclass correlation). In the presented form,

however, rint confounds several effects on the interviewer level: respondents assigned to

different interviewers may differ in true network size from the beginning. This may be

moderated further by the interviewers’ differing ability to contact and convince

respondents with different network sizes to participate (West et al. 2013). One approach to

fix this is to include variables that explain individual network size in a random-intercept

model. The intra-interviewer correlation is then only estimated based on the unexplained

variance of the model. Drawing on a rich literature on network size, we decided to include

gender, age, education, employment status, health, membership in organizations, and the

existence of a partner and the number of children outside the person in question’s own

household as individual predictors of network size (van Tilburg 1998; Marsden 2003;

McPherson et al. 2006; Brashears 2011; Brüderl et al. 2013; Paik and Sanchagrin 2013).

There is an incentive to create networks of sizes smaller than three. For each network

person reported less than that, the workload for the interviewer decreases by five

questions. However, once the size of three has been reached, it does not matter whether

three or more persons are named. While this data structure might be analyzed using

double-hurdle models (Cragg 1971) (where step one models whether a network size

smaller than three is reported and step two models how much smaller it is) or ordinal
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regression models (O’Connell 2006) that use three or more as maximum category, we

decided to choose a more straightforward analysis strategy here. In the subsequent

analysis, we will only distinguish between networks of size three or more, where the

maximum number of follow-up questions was asked, and networks of size smaller than

three, where some number of questions were skipped. We will refer to this variable as the

“network-size dummy variable” throughout this article.

With this dummy constituting the dependent variable in our model, we suppose a

logistic random-intercept model (Snijders and Bosker 2000, 207 ff.; Rabe-Hesketh and

Skrondal 2012, 520 ff.). As a starting point we use an empty model

logit Pr yij ¼ 1 xij; zj; zj

�
�

� �� �

¼ b1 þ zj ð1Þ

where Y is the dependent variable that takes on a value of 1 if a respondent i’s network is

size three or larger. It only includes a mean intercept b1 and a random intercept

z , N(0,sb) that represents the deviation of interviewer j’s intercept from b1. Note that

there is no respondent-specific error term in (1). To be able to compute rint, a latent-

response formulation can be used where an error term 1i is assumed to have a standard

logistic distribution with mean zero and within-respondent variance sw ¼ p2/3 ¼ 3.29

(Snijders and Bosker 2000, 223 ff.; Rabe-Hesketh and Skrondal 2012, 510 ff.). In a second

step, we will extend our model by explanatory variables to a full random-intercept model

logit Pr ð yij ¼ 1 xij; zj; zjÞ
�
�

� �

¼b1 þ b2xij2 þ : : :þ bkxijk

þ bkþ1zjl þ : : :þ bkþlzjl þ zj

ð2Þ

where Xij are predictors for network size on the respondent level and Zj are predictors on

the level of the interviewer.

The random-intercept model in (2) assumes that the slope of the dependent variable by

interviewer experience is constant across interviewers and that each additional interview

has the same effect on log odds. It is highly plausible, however, that interviewers differ

in their motivation to work as an interviewer and thus in their receptiveness to incentives

to reduce workload at the cost of data quality. Accordingly, we can introduce a random

slope for interview sequence (here denoted as xijk) to model its effect heterogeneity

across interviewers, resulting in a specific coefficient for interview sequence for each

interviewer:

logit Pr yij ¼ 1 xij; zj; zj1; zj2

�
�

� �� �

¼b1 þ b2xij2 þ : : :þ bkxijk

þ bkþ1zjl þ : : :þ bkþlzjl þ zj1 þ zj2xijk

ð3Þ

We estimated all random-intercept models using the xtlogit-command for random-

effects estimation in Stata 12.1 and estimated the random-slope model using the

xtmelogit command. Significance tests for random intercepts and random slopes were

performed using likelihood-ratio tests compared to models without random intercept or

slope. Stata approximates log likelihoods using adaptive Gaussian quadrature (AGQ)
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for the xtlogit and AGQ with the multicoefficient extension from Pinheiro and Bates

(1995) and the multilevel extension from Pinheiro and Chao (2006) for xtmelogit

(cf. StataCorp 2011).

To test Hypothesis 1c, we will make use of the data’s longitudinal nature. Within

a difference-in-difference approach (Lechner 2011), we compare differences in CAPI

network sizes between Waves 2 and 3 to differences in CATI network sizes between

Waves 2 and 3 to assess whether the introduction of follow-up questions for each network

person brought about a negative treatment effect on network size. We assume that a

treatment is only introduced in CAPI, as CATI interviewers face no changed incentives

through the change of the question’s character.

5. Results

5.1. Descriptive Results

Table 1 shows average network sizes and proportions of networks smaller than three by

mode for Waves 2 and 3. Differences in Wave 3 outcomes between modes are obvious:

while only 14.1% of the CATI respondents exhibit small networks, 40.2% of the CAPI

respondents do so.

The large mode differences suggest that CAPI interviewers were indeed tempted by the

incentive to cheat. However, without more rigorous models these differences might be due

to self-selection of isolated respondents to the CAPI part of the study. As all respondents

whose phone number could not be identified from the sampling frame or from a telephone

directory search were approached in CAPI mode, this alternative hypothesis gains

credibility: isolated persons should be more likely to have an unlisted number or no phone

number at all. When comparing results for Wave 3 to results for Wave 2 in Table 1, one

gains the impression that CAPI networks were indeed smaller even before the incentive to

cheat was introduced. In Wave 2, 28.7 percent of CAPI networks, but only 13.6 percent of

CATI networks were of a size smaller than three. However, there is a striking growth in

small networks in CAPI that cannot be found in CATI.

Further insights can be gained by investigating the proportion of networks of size three

or larger by interviewer. For this purpose, all interviewers with less than ten interviews are

excluded. Among the remaining 116 CATI interviewers, the standard deviation in the

proportion of networks of size three or more is 0.076, while among the remaining 165

CAPI interviewers it is 0.247, that is, CAPI interviewers differ more from each other in the

network sizes they produce.

Table 1. Network size by mode and wave

Proportion of networks
smaller than three (in %)

Average network
size (std dev) n

CATI Wave 2 13.6 8.82 (8.89) 7,877
Wave 3 14.1 8.25 (8.09) 7,771

CAPI Wave 2 28.7 6.61 (8.28) 4,567
Wave 3 40.2 4.98 (6.49) 5,633
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Figure 1 shows a quantile-quantile plot of the network-size dummy variable by

interviewers for CATI and CAPI. It plots quantiles of the distribution of the network-size

dummy variable by interviewers in one mode against quantiles of the same distribution in

the other mode.

This figure shows that differences between modes are most pronounced when the lower

quantiles of the distribution are compared. For ease of interpretation, selected quantiles

(10, 25, 50, 75, 90) are highlighted in the plot. For example, the ten-percent quantile is at

0.211 for CAPI, signifying that the ten percent of CAPI interviewers who produce

networks of size three or more least frequently do so in at most 21.1 percent of their

interviews. In contrast, the ten-percent quantile among CATI interviewers is at 0.778.

This difference of 0.567 declines via 0.218 for the median to 0.085 for the last decile.

These descriptive results seem to point to a subgroup of CAPI interviewers who produce

very small proportions of networks of size three or more, while CATI interviewers are

much more homogenous in their results.

Figure 2 displays by mode how the proportion of networks of size three or more changes

within the sequence of interviews conducted by an interviewer. A locally weighted

regression using the Stata command “lowess” (Cleveland 1979) was used to smooth the

curve. In order not to give the few interviewers with more than 50 interviews too much

weight, the figure is cut off at the 50th interview.

As could be expected considering there is no incentive to shorten an interview, in CATI

mode there is no visible trend from the first to the last interview. In CAPI, however, we

find no decreasing trend as we might have expected. On the contrary, the proportion of

respondents with networks of size three or more shows a small decline across the first few

interviews and then increases from about the tenth interview.
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Fig. 1. Quantile-quantile plot of the network-size dummy variable by interviewer for CATI and CAPI (only

interviewers with ten or more interviews)
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5.2. Results from a Difference-in-Difference Approach

In this section the longitudinal character of the study is exploited. As the network-size

question was not used as a filter question in Wave 2, there was no incentive to cheat on this

question for any interviewer in Wave 2. The introduction of up to 15 follow-up questions

in Wave 3 brought about an incentive to cheat for CAPI interviewers only. Thus, a

difference-in-difference approach (DiD in the following), comparing the differences

between Wave 2 and Wave 3 outcomes for CATI and CAPI interviews, can be used to

investigate the effect of introducing follow-up questions.

While the number of extra questions is proportional to the network size for up to three

network contacts, it remains constant for all network sizes exceeding three. In this section

we will therefore use a truncated network-size variable that is equal to the network size for

networks sized three or smaller and three for networks larger than three. This variable can

be interpreted as the number of loops over the five-name interpreter questions in Wave 3.

Of course this is hypothetical in Wave 2, where there were no actual loops.

In contrast to Table 1, where all cases were included that were interviewed in either

Wave 2 or 3, Table 2 focuses only on individual respondents who participated in both of

these waves. Altogether, there are 9,113 such respondents with valid network size in both

waves. Column (3) contains the difference between (2) and (1). A negative number

corresponds to a decrease in the workload for the respective group.

We will distinguish between five different groups of respondents, depending on the

interview mode they were interviewed in. Those interviewed in CATI in Waves 2 and 3 can

serve as a reference group because cheating incentives have remained unchanged. In this

large group (n ¼ 5,330), the mean number of loops has remained almost constant (2.751 to

2.745). The second group was switched from CAPI in Wave 2 to CATI in Wave 3. Although
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there should be no change in incentives in this group, it is the only one where the number of

loops increased from 2.264 to 2.622. Note, however, that this group is rather small (n ¼ 53).

In addition, in the PASS panel design switches from one mode to another are mainly due to

the interviewer’s inability to conduct another interview with the respondent in the original

mode, which might for example be due to the respondent having moved. Thus, whatever

caused those respondents to switch modes might have influenced their network sizes as well.

In all other groups we expect negative changes in the number of loops due to the

introduction of an incentive to cheat. For respondents who were switched from CATI in Wave

2 to CAPI in Wave 3 and respondents who were interviewed in CAPI mode in both waves but

by different interviewers, CAPI interviewers have not worked these cases in the previous

wave and thus cannot have any knowledge of the previous-wave network size. As expected,

the number of loops decreases from 2.693 in Wave 2 to 2.391 in Wave 3 for respondents who

switched from CATI to CAPI. Again, one should be aware that this is a selective group.

Another 412 respondents (Group 4) were interviewed in CAPI mode in Waves 2 and 3,

but the interviewer was switched. Again an incentive to cheat has been introduced and no

prior knowledge of network size is available to the interviewers. Network size decreases as

expected from 2.519 to 2.359.

The last group consists of 2,996 cases that remained in CAPI in both waves with the

same interviewer. This group is special in that an incentive to cheat has been introduced,

but interviewers might still be aware of the respondent’s network size from the previous

year, which might make them more careful as they anticipate the survey organization’s

ability to check for consistency across waves. Nevertheless, the decline in the number of

loops (2.455 to 2.190) is very pronounced in this group.

In a next step, the differences in all other groups will be compared to the difference for

the reference group of CATI stayers (Group 1). This DiD is negative for all three groups in

which a cheating incentive was introduced and positive only for CAPI to CATI changers

where there never was an incentive to cheat. All differences are significant at a ten-percent

level (two-sided t-tests taking clustering within interviewers into account), and only the

relatively small group of CAPI stayers with different interviewers fails to reach the five-

percent significance level.

Only comparing those respondents for whom interviewers never had an incentive to

cheat (Groups 1 and 2) and those for whom an incentive to cheat was introduced (Groups 3

to 5), the DiD of 20.254 indicates a highly significant treatment effect which supports

hypothesis 1c. The more detailed analysis in Table 2, however, shows that something else

is going on in the data. CAPI networks were already smaller in Wave 2, which might be the

result of a selection effect (poorly connected persons are less likely to have listed phone

numbers). However, the results for the small group of respondents who switched from

CAPI to CATI suggests that there might also be a mode effect on networks in the absence

of incentives to cheat. We can only speculate at this point whether this might be due to

differences in standardization and probing related to differences in fieldwork monitoring.

As stated above, an alternative explanation for the increased network size of these mode-

switchers is that the mode switch is due to changes in their life circumstances that also

affected network size. Thus we should be careful about causal interpretations, as Group (2)

is likely to be selective in that it contains a relatively large proportion of respondents

whose life circumstances have changed.
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5.3. Results from Multilevel Models

To further investigate the mode differences found in the descriptive analysis, empty

random-intercept models without any covariates were estimated for both CATI (Model 1)

and CAPI (Model 2) as an initial step. The results can be found in Table 3.

In CATI there is a significant ICC of rint ¼ 0.045. This is well within the range usually

found for interviewer effects (Groves 1989, 319). In contrast, in CAPI the ICC amounts to

rint ¼ 0.305 which constitutes a huge interviewer effect. Interviewer effects of this size are

extremely rare. Note, however, that these are ICCs from the empty model. They might at least

partly reflect differences in interviewer workload. Therefore, in a next step we controlled

for individual-level covariates that explain individual network size. Simultaneously we

controlled for observed interviewer-level covariates. In a first step, only interviewer

demographics (gender, age, and education) are included. Results can be found in Table 4.

Age in years is centered around its mean and respondents’ education is coded in three

categories for “low”, “medium”, and “high” educational background, according to the

German educational system. For employment status, we created four dummy variables

that comprise unemployed people, those who are still in education or military service, and

those not in the labor force, whereas employed persons served as the reference category.

The health measure in PASS are the so-called SF-12v2 indicators, which constitute an

internationally accepted inventory of health measures (Nübling et al. 2007). Of these, the

two superordinate scales “physical health” and “mental health” were generated. To

account for the social contacts a person’s leisure activities entail, we include a dummy

variable that indicates the respondent’s active engagement in any kind of club or

organization. Furthermore, we generated one dummy variable indicating whether the

respondent has a partner outside the household. The network-size question only refers to

persons outside the respondent’s household and we expect that the partner will usually be

among the named persons if this applies to her or him.

The composition with respect to observed person-level variables and observable

interviewer characteristics only plays a very minor role in explaining intra-interviewer

correlations in network size in both modes. The ICC for CATI falls from 0.045 to 0.040,

Table 3. Empty model for CATI and CAPI

CATI (Model 1) CAPI (Model 2)

b (s.e.) b (s.e.)

Fixed part
Person-level predictors Not included Not included
Interviewer-level predictors Not included Not included
b1 1.900 (0.051)*** 0.479 (0.091)***
Random part
sb 0.394 (0.051)*** 1.201 (0.081)***
rint 0.045 (0.011)*** 0.305 (0.028)***

n 7,402 5,348
Log Likelihood 22901.773 23179.452

Dependent variable: network-size dummy (1 ¼ three and more contacts, 0 ¼ less than three contacts)

* p , 0.05, ** p , 0.01, *** p , 0.001.
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while in CAPI it even remains constant at 0.305. Thus, differences in network size

between interviewers can be attributed neither to their demographic characteristics nor to

characteristics of the respondents they interviewed.

In spite of the huge difference in interviewer effects between the two modes, the

variables explaining the network size are strikingly similar in both modes. Coefficients in

Models 3 and 4 point in the same direction and are similar in size with only two

exceptions, which both comprise very small numbers of cases and are not significant in

any of the models. Models for both of the modes consistently show larger networks for

women, medium or highly educated respondents, respondents with a partner outside their

household, physically and mentally healthy respondents and smaller networks for

unemployed than for employed. Age is significant only in the CAPI model, where younger

respondents tend to have larger networks. However, the CATI coefficient at 20.005 is

very similar to the CAPI coefficient at 20.007. Furthermore, the age of the interviewer has

a negative effect on network size only in CAPI.

Turning to Hypothesis 1a, Models 3 and 4 provide evidence confirming that the

interviewer effect is much larger in CAPI than in CATI after controlling for composition

effects and observable interviewer characteristics. While separate models for CATI and

CAPI are well suited to showing the different magnitude of the intra-interviewer

correlation in CATI and CAPI, providing support for Hypothesis 1a, these models do not

show that network size is downward biased in CAPI after controlling for respondent

composition (Hypothesis 1b). This can be done by employing the same respondent- and

interviewer-level variables as in Model 4 but including all cases from both modes and

adding a CAPI indicator to measure the effect of CAPI interviews compared to CATI

interviews. These results can be found in Model 5. Table 5 shows only the coefficient of

the additional CAPI variable and the variance components. As expected, the CAPI effect is

strongly negative and highly significant, which implies smaller networks in CAPI mode

and thus supports Hypothesis 1b.

So far, we have identified an interviewer effect in CAPI that is much larger than the

interviewer effect in CATI and leads to significantly smaller networks after controlling for

observable person- and interviewer-level predictors. However, the larger interviewer

effects in CAPI might be explained by unobserved differences in the assignment to

interviewers. In centralized CATI studios, interviewer assignment to respondents is close

to random within a given shift. In contrast, in CAPI interviewer workload is assigned much

more selectively, as all cases interviewed by one interviewer usually reside in the same

region in one or two sampling points. On average, interviewers have performed 77 percent

of their workload in their main sampling point. Thus differences in true network size

between regions constitute a serious potential alternative explanation for the larger ICC in

CAPI mode. In addition, the strong confounding of interviewers and areas makes the use

of cross-classified random-effects models (Rasbash and Goldstein 1994) for the separation

of interviewer and sampling point effects unadvisable (Vassallo et al. 2016).

In contrast to previous studies, the PASS data offer a rare opportunity to control for

regional differences in network size as an alternative explanation for interviewer

variances. Model 6 again uses CAPI cases only. The average network size from all CATI

interviews in the same sampling point is included as an additional control for regional

differences in expansiveness of networks. Again, Table 5 only shows the coefficients of
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interest. The coefficient for average CATI network size in the sampling point is in the

expected direction.

It is, however, not significant on a five-percent level. More importantly, inclusion of this

variable has no influence on the ICC, which is still 0.305 after controlling for regional

differences.3 It should be noted, however, that the average network size per sampling unit

constitutes an imperfect measure for regional differences, as a proper disentangling of

interviewer and area effects would require an interpenetrated sample design (Campanelli

and O’Muircheartaigh 1999). Nevertheless, results are still in favor of Hypothesis 1a after

controlling for regional expansiveness of networks.

We now turn to Hypothesis 2a and 2b. Here we test whether interviewers exhibit a

learning behavior over time – within the study as well as across studies. While we are able

to create an exact measure for experience within the study, the number of previous

interviews within the study, the survey organization did not provide an equally good

measure for overall experience as an interviewer. The only available indicator is whether

an interviewer already conducted interviews in previous PASS waves.4 This measure is

probably correlated only weakly with general interviewer experience. Those who carried

out previous PASS interviews have been interviewing for at least one or two years. With

primary sampling units being constant, interviewers who did their first PASS interview in

Wave 3 will often be newly hired interviewers. Of all interviewers in PASS Wave 3, 19

percent had no experience within the study.

Model 7 in Table 5 includes both indicators for experience in addition to all variables

from Model 6. Both indicators have no significant effect. The coefficient for previous

wave PASS experience is negative, as expected. As the indicator is quite crude, it remains

unclear whether more experience as an interviewer leads to a reduction in network size.

The coefficient for the number of previous interviews within the wave (sequence)

surprisingly is positive, that is, CAPI interviewers tend to produce larger networks in later

interviews. Thus, there is definitely no general support for Hypothesis 2b, which presumed

learning effects across time within a wave. However, interviewers might differ with

respect to their reaction to incentives to cheat and in their learning behavior. It thus makes

sense to relax the assumption that the slope with respect to sequence is identical for all

interviewers. In the multilevel framework this can naturally be done by replacing the fixed

slope for sequence by a random slope, which was done in Model 8. This random slope fails

to reach the five-percent significance level when – as is advised by Rabe-Hesketh and

Skrondal (2012) – we use a likelihood-ratio test between Models 8 and 7. The other

coefficients are scarcely affected by the introduction of the random slope.

Models 7 and 8 thus suggest that there is neither a general trend towards smaller

network sizes within the temporal sequence of interviews of one interviewer, nor a

significant variation between interviewers with respect to such learning effects. This seems

3 We also estimated a CATI model (not displayed) in which we replaced interviewers by PSUs as level 2 units.
The ICC after controlling for observable person- and interviewer-level variables is only 0.013 and not statistically
significant. We interpret this as further evidence that regional differences cannot be considered the reason for
interviewer effects.
4 We should recall that in previous waves the network size question did not serve as a filter and thus direct
learning is not the mechanism identified by this measure.
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surprising and is in contrast to earlier findings by Matschinger et al. (2005) and Kosyakova

et al. (2015). One reason might be that the potential to abbreviate the interview by

reporting small networks is very obvious and interviewers learn it so quickly that it does

not show up in a linear trend across the whole fieldwork. We thus re-estimated Model 7 ten

times using only the first five to 14 interviews for each interviewer. The slope for

experience within a wave indeed changes to a negative sign in nine out of these ten

models. However, it only becomes significant when taking the first nine or the first twelve

interviews of each interviewer. We conclude from this that there might be some learning

effects during the initial interviews of each interviewer, but that the evidence for this is in

no way convincing.

Models 1 to 8 exclusively make use of Wave 3 data. While these models cannot exactly

be replicated using Waves 1 and 2, as some constructs like physical or mental health have

only been collected in Wave 3, estimating similar models for previous waves can provide

valuable hints. If the increased interviewer effect in CAPI was exclusively driven by the

incentive to cheat, then Wave 1 and 2 interviewer effects for network size in CAPI mode

should be close to the size that is observed in CATI, and thus it is sufficient to focus on the

ICC. Re-estimating a model similar to our Model 6 for Waves 1 and 2 (excluding health

variables) and controlling for possible sample-point differences results in ICCs which are

substantially higher for CAPI (0.158 in Wave 1 and 0.203 in Wave 2) than those we found

for CATI, even before an incentive to abbreviate interviews was introduced. At the same

time they are much smaller than the ICC of 0.303 found in Model 6 for Wave 3.

Like the difference-in-difference approach, this suggests that two mechanisms are at

work at the same time. The increase in ICC from Waves 1 and 2 to Wave 3 indicates that

cheating might play a role, while the difference between interviewer effects in CATI and

interviewer effects in CAPI in Waves 1 and 2 indicates that other differences between CATI

and CAPI interviews play a role as well. We will return to this in the discussion section.

6. Summary and Discussion

We have found large interviewer effects for a network-size filter question in a large-scale

German panel survey. While there is a significant interviewer effect in CATI, it is far

exceeded by the interviewer effect in CAPI. This latter effect remains identical in size

when observed respondent- and interviewer-level variables are included and even when

average network size in a region (measured independently) is controlled for. In contrast to

earlier research on interviewer effects on filter questions (Matschinger et al. 2005;

Kosyakova et al. 2015), there is no evidence for a general learning effect of the same

interviewer across interviews within a wave of data collection or for interviewer-specific

differences in these learning effects.

How can we interpret these findings? Past studies have attributed large interviewer

effects for network generators to differences in probing behavior (van Tilburg 1998;

Marsden 2003). These studies investigated complex name generators that involved a lot

of probing. The network-size question under consideration here is less complex.

Nevertheless, interviewer effects are even larger. Furthermore, large interviewer effects

can only be found in CAPI, where interviewers have an incentive to cheat, while

interviewer effects in CATI are comparably small. In addition, the findings from our DiD
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approach suggest that introducing an incentive for CAPI interviewers to produce smaller

networks actually results in reduced network size. This leads us to the conclusion that

purposeful manipulation of answers on the side of the interviewers – and not only

differences in probing – is one likely explanation.

However, this study has some limitations. Interviewer effects in CAPI were much larger

than in CATI in Waves 1 and 2, where no additional follow-up questions were triggered

and thus manipulation on the side of the CAPI interviewers has no obvious payoff.

Furthermore, a difference-in-difference analysis indicates that respondents who were

switched from CAPI in Wave 2 to CATI in Wave 3 show significantly increasing network

sizes, although in both cases there were no incentives to produce smaller or larger

networks. This indicates that other mechanisms are at work as well. Likely candidates are

probing or other deviations from standardized interviewing, which are more likely to

happen in the less well supervised CAPI field.

Investigating this in detail would require more detailed information on CAPI fieldwork.

The IAB, as the institution responsible for PASS, has set up a project for this purpose and

recorded CAPI interviews as part of this research. This might help us to gain a better

understanding of the origin of large interviewer effects in CAPI even in the absence of

incentives to shorten an interview. Other possible explanations include that interviewer

characteristics not controlled for in the models could be more relevant in CAPI than in

CATI interviews, or that unobserved respondent characteristics lead to smaller networks

in CAPI.

We used a rather simple analysis strategy that is adequate in our view as it reflects

interviewer incentives. We only distinguished between networks of size three and larger

and networks smaller than three. We performed several sensitivity checks that all replicate

the main findings, but result in somewhat smaller ICCs. Including network size as a metric

variable in a random-effects linear regression results in an ICC of 0.16, while truncating

the network variable at three and using a random-effects tobit model results in an ICC of

0.24. Thus, our simple operationalization seems to grasp what creates the largest

unexplained differences between interviewers.

Our findings are limited to one study in Germany. The recent publication by Brüderl

et al. (2013) finds interviewer effects of a similar magnitude for a second study in

Germany. This study used the same fieldwork agency and thus probably even shared

interviewers with PASS. Given that the studies by Matschinger et al. (2005) and

Kosyakova et al. (2015) also use German data, one might suspect that this problem is

particularly prevalent in Germany. Given the results of the recent study by Paik and

Sanchagrin based on the US General Social Survey it is obvious, however, that the

problem is not limited to Germany. Our evidence suggests that more rigorous supervision

techniques should be used in CAPI surveys to counteract incentives to shorten the

interview by cheating on questions and thereby impairing question validity. Suitable

techniques include re-interviews (Biemer and Stokes 1989) or statistical approaches to

detect potential falsifiers (Biemer and Stokes 1989; Bredl et al. 2012). In addition,

recordings of at least a considerable proportion of CAPI interviews by each interviewer

could be made mandatory.

Alternatively, payment schemes might be changed so that interviewers are paid better

for longer interviews. It is not easy, though, to find an increase rate that makes most
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interviewers indifferent to the length of the interview. If the premium for long interviews is

too high, adverse incentives to the ones observed in this study might arise and interviewers

might try to artificially stretch interviews. The good news of this article seems to be that in

spite of falsifications by a large proportion of interviewers that lead to a pronounced

downward bias of average network size, regression coefficients in models explaining

network size seem to be only marginally affected. The size and direction of effects of

respondent characteristics on network size is very similar between CAPI interviews and

CATI interviews that offer no incentive to cheat, and both are in line with the previous

literature.

The question whether this still holds for longitudinal analyses is beyond the scope of this

article. The data analyzed here are from the third wave of the PASS panel. The same

network-size question had been used in two prior waves without any follow-up questions.

The consequence is a marked decrease in average network size from Wave 2 to 3, followed

by another increase from Wave 3 to 4 where incentives to cheat diminished again as no

follow-up questions were asked. It is obvious that this biases estimates of average network

size across time. This is not a new finding – several authors have argued that findings

about declining social capital (Putnam 1995; McPherson et al. 2006) might be artifacts

(Fischer 2009; Paik and Sanchagrin 2013).

A related question is how coefficients of models for longitudinal data that use either

network size as a predictor or as an outcome are affected. This topic is a matter for future

research.
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