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Increasing nonresponse rates in federal surveys and potentially biased survey estimates are a
growing concern, especially with regard to establishment surveys. Unlike household surveys,
not all establishments contribute equally to survey estimates. With regard to agricultural
surveys, if an extremely large farm fails to complete a survey, the United States Department of
Agriculture (USDA) could potentially underestimate average acres operated among other
things. In order to identify likely nonrespondents prior to data collection, the USDA’s
National Agricultural Statistics Service (NASS) began modeling nonresponse using Census of
Agriculture data and prior Agricultural Resource Management Survey (ARMS) response
history. Using an ensemble of classification trees, NASS has estimated nonresponse
propensities for ARMS that can be used to predict nonresponse and are correlated with key
ARMS estimates.
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1. Introduction

In many ongoing surveys, response rates are declining or now require more resources

to maintain (Curtin et al. 2005; Groves and Couper 1998; Stussman et al. 2005; Brick and

Williams 2009). Reduced response rates can lead to nonresponse bias when response

propensities are correlated with characteristics of interest (i.e., something we are trying to

measure) or vary by subdomain (Wagner 2012). This can be a particularly serious problem

for establishment surveys, because unlike household surveys, many establishment

population distributions are highly skewed (Petroni et al. 2004). Thus severe nonresponse

bias can occur if sample units that contribute to the estimates more than others are

less likely to respond (Groves et al. 2002; Phipps and Toth 2012; Powers et al. 2006;

Thompson 2009). For example, according to the 2007 Census of Agriculture, only

0.3 percent of farms had total sales of five million dollars or more, but they accounted for
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27.9 percent of total sales in the U.S. (U.S. Department of Agriculture 2007). If these

operations failed to respond, it would greatly impact the estimates of total sales (and items

strongly related to total sales).

Traditionally, survey methodologists use two approaches for dealing with nonresponse

error. One focuses on increasing participation, for example through incentives, notification

letters, or personal enumeration (Dillman 1978; Groves and Couper 1998), whereas the

other tries to address potential nonresponse bias through weighting adjustment (Kalton

and Flores-Cervantes 2003) or imputation (Little and Rubin 2002). However, both

approaches have drawbacks. Extra efforts are costly and increased response rates could

mean that only more of the same types of establishments are brought into the respondent

pool, leaving nonresponse bias unchanged, or worse, increased (Groves 2006). Weighting

adjustments or calibration to known population totals can be effective at reducing the

nonresponse bias of the variables used in the calibration models (or for variables that are

highly correlated with these covariates), but may fail to address potential nonresponse bias

in other key estimates in large multipurpose surveys (Earp et al. 2010). Likewise, business

programs that use imputation instead of weighting to account for unit nonresponse,

for example through the use of administrative data, can induce additional bias if the

imputation models are poor (Luzi et al. 2007) or if a high proportion of units in a

subdomain of the imputation base have missing data (Thompson and Washington 2013).

In response to these drawbacks, survey methodologists recently started employing

responsive design strategies (Groves and Heeringa 2006) that tailor fieldwork efforts to

respondents with different response propensities. In order to do this, it is particularly

important to identify and target the low propensity groups whose nonresponse is most

likely to induce nonresponse bias and to increase their response rates. Successful examples

of such approaches are the National Survey of Family Growth (Axinn et al. 2011), and

several CATI surveys done by Statistics Canada (Mohl and Laflamme 2007; Laflamme

and Karaganis 2010).

In this article, we present a study that assesses a method for identifying such low

response propensity groups in a large-scale farm survey. Specifically, we present an

application that uses an ensemble of classification trees to model establishment survey

nonresponse on the Agricultural Resource Management Survey (ARMS) in relation to

multiple farming characteristics collected by the 2002 Census of Agriculture. Both the

Census of Agriculture and ARMS are conducted by the National Agricultural Statistics

Service (NASS), making it easy to link the data and use Census data as a proxy both in

modeling characteristics of nonresponse and assessing the relationship between modeled

nonresponse propensity scores and nonresponse bias. To evaluate our proposed methods,

we linked units from a later ARMS sample (containing missing values) to their 2007

Census of Agriculture data on numerous common agricultural characteristics using

the Census data as a proxy for ARMS respondent and nonrespondent characteristics.

Consequently, we can compare the relative difference of the mean between respondents

and nonrespondents on several key estimates across varying response propensity groups.

In Section 2, we provide background information on the ARMS data used in the case

study. In Section 3, we introduce the classification tree methodology and describe its

application to the ARMS data. Section 4 presents our results. We conclude in Section 5

with a brief discussion and ideas for future research.
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2. Background on the ARMS

The ARMS collects calendar year economic data from agricultural producers

nationwide that describe the financial performance and operational characteristics of

farm households. These data are used to inform the U.S. Farm Bill and are used

extensively for analysis by the United States Department of Agriculture’s Economic

Research Service (ERS) to understand the financial performance and household

characteristics of farms. The ARMS is conducted in three phases. Phase I screens for

potential samples for Phases II and III using a mail questionnaire. Phase II collects data

on cropping practices and agricultural chemical usage. Phase III (also referred to as

ARMS III) collects detailed economic information about the agricultural operation as well

as the operator’s household. ARMS III data (referred to as ARMS from here on) are

primarily collected through personal interviews and mail questionnaires. There are

multiple versions of the ARMS questionnaire. Some versions are administered by mail and

personal interview and some by personal interview only. In addition, there are several

commodity-specific versions of the questionnaire that vary by year: Examples include

organic agriculture, apples, and poultry.

The ARMS is a probability sample, drawn from both a list and an area frame. The list

frame is stratified by farm total sales, farm type, and farm region; the area frame is

stratified by land use (U.S. Department of Agriculture 2012). Units are selected from the

stratified frame using a Sequential Interval Poisson (SIP) design. By utilizing SIP,

NASS is able to decrease the probability of sample selection for operations previously

sampled for ARMS and other NASS surveys and thus reduce respondent burden

(Miller et al. 2010). Note that sample design weights were not used in the creation of

the tree models discussed in Subsection 3.2.1, since the purpose was to model the

expected response rates specifically for ARMS using the ARMS sample design, and not

to model the expected response rates for the entire originating population of farms

(Phipps and Toth 2012).

ARMS response rates (see Table 1) have been fairly stable over the years but

consistently fall below the target of 80 percent; studies below 80 percent are required to

complete a nonresponse bias analysis according to the standards issued by the U.S.

Office of Management and Budget in 2006 (United States Executive Office of the

President 2006).

Table 1. ARMS response rates 2000–2008

Year Sample size Response rate (%)

2000 17,903 63
2001 13,313 64
2002 18,219 74
2003 33,861 63
2004 33,908 68
2005 34,937 71
2006 34,203 68
2007 31,924 70
2008 36,388 66
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3. Methodology

3.1. Classification and Ensemble Trees

Often, logistic regression models are used to relate covariates to nonresponse and to compare

response rates across subgroups (Axinn et al. 2011; Johansson and Klevmarken 2008; Johnson

et al. 2006; Abraham et al. 2006; Little and Vartivarian 2005; Nicoletti and Peracchi 2005;

Lepkowsi and Couper 2002; Little 1986; Rosenbaum and Rubin 1983). In many applications,

however, classification trees are considered easier to specify and interpret, specifically with

regard to interaction effects (Phipps and Toth 2012; Schouten 2007; Schouten and de Nooij

2005). Moreover, classification tree models also have the added benefits of

1. automatically detecting significant relationships and interaction effects without

prespecification, thus reducing the risk of selecting the wrong variables or other

model specification errors;

2. identifying the variables that are correlated with the target variable, along with the

optimal breakpoints within these variables for maximizing their correlation;

3. identifying hierarchical interaction effects across numerous variables and

summarizing them using a series of simple rules;

4. incorporating missing data into the model and assessing whether missingness on a

given variable is related to the target; and

5. creating a series of simple rules that are easy to interpret and use for identifying and

describing subgroups with higher propensities.

While using classification trees provides some advantages over logistic regression, the

results from a single tree are also considered to be potentially unstable. Therefore, it is

recommended that trees be modeled and validated using independent data. As is typical in

classification tree modeling, the dataset used in the creation of our trees was randomly split

into three independent sets. An initial training subset of the data is used to grow the tree,

and an independent subset is subsequently used to validate the results of the initial model.

Finally, a third subset of the data can be used to further test the reliability of the model.

This guards against overfitting the model.

A classification tree considers all input variables (independent variables) and grows

branches using input variables that demonstrate significant relationships with the target

(dependent variable), while also considering interaction effects among the various inputs.

Classification tree models work by segmenting the data using a series of simple rules.

Each rule assigns an observation to a subgroup, or “segment,” based on the value of one

predictor variable. The rules are applied sequentially, resulting in a hierarchy of segments

within segments (cf., interaction effects in a logistic regression model). The rules are

chosen to subdivide cases into segments that have the largest difference with respect to the

target variable, which in this case is nonresponse. Thus the rule selects both the variable

and the best breakpoint to separate the resulting subgroups maximally. The breakpoints

also take into consideration whether data are missing for an item and either uses a

surrogate item (something closely related) or classifies missing data into whichever group

is most similar in terms of the target. If the observations that have missing data are

distinctly different from those not missing data, then the tree will break the item on the
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missing classification. These rules make it easier to describe the likely nonrespondents

specifically and to identify what characteristics contribute to nonresponse. By itself, a

propensity score helps predict the likely nonrespondents and identifies which inputs in the

model are positively or negatively related to nonresponse. However, the propensity scores

do not provide a specific description of who the nonrespondents are, whereas this is

explicit in the classification tree model (Phipps and Toth 2012).

The break points of variables are found using significance testing or reduction in

variance criteria. Significance tests (based on F- or chi-square tests) use the p-value as the

stopping rule. In the application described in Subsection 3.2.1, interval variables were

assessed using F-test criteria, and nominal level variables were assessed using a chi-square

test, where the best split is the one with the smallest p-value (SAS 2009). Bonferroni

adjustments are applied to the p-value before selecting the split to “: : :mitigate the bias

towards inputs with many values” (Neville 1999, 18). Ordinal variables were assessed

using entropy, which measures the reduction in variance. The same variables may appear

multiple times throughout a tree to introduce further segmentation.

After the initial split, the resulting leaves are considered for splitting using a recursive

process that ends when no leaves can be split further (SAS 2009). A leaf can no longer be

split when there are too few observations, the maximum depth (hierarchy of the tree) has

been reached, or no significant split can be identified.

Using a single classification tree approach, the best initial splitting variable is chosen and

significant subsequent splits are selected based on the initial split. However, if the initial

splitting variable is chosen based on the significance level using only the training data, it may

not actually be the ideal initial splitting variable given all the data; furthermore, it is important

to recognize that the effect of subsequent splits is not considered when choosing the optimal

initial split. The initial split selected directly affects the optimality of variables considered for

subsequent splits. Although one split may be optimal for maximizing the dichotomy at a given

level of the tree, there is no guarantee that given subsequent splits, a tree selecting the optimal

initial split will correctly identify the greatest number of observations with the target.

To mitigate this, ensemble tree models are used instead. Ensemble trees grow multiple trees

each with varying initial splits. With varying initial splits, each of the trees within the

ensemble is capable of identifying different (but possibly overlapping) subgroups with high

occurrences of the target. Using the ensemble of classification trees results in a more accurate,

stable, powerful, and generalizable model than using a single classification tree (Breiman

1998; Dietterch 2000; Matignon 2008). An ensemble tree can either use voting or the average

of the propensity scores across all the trees to identify those likely to exhibit the target (SAS

2009). We utilized the average propensity score across all of the trees, since we were

interested in the overall propensity to respond as opposed to nonresponse classification.

3.2. ARMS Application

3.2.1. Building the Initial Model

To evaluate the classification tree procedure described in Subsection 3.1, 2002 Census

of Agriculture data were matched to all available ARMS 2000–2008 sample units.

These data were then used to construct classification trees predicting ARMS non-
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respondents and to estimate their nonresponse propensities. 78 percent (n ¼ 185,767) of

all ARMS cases sampled for data collection between 2000 and 2008 had 2002 Census

of Agriculture data available.

The dependent (target) variable for our model was ARMS nonresponse. Operations

responding to the ARMS were coded “0” and those not responding were coded “1”. The

classification trees described in this study explored the relationship between key

agriculture characteristics collected on the 2002 Census for the ARMS 2000–2008

samples and nonresponse.

All of the classification trees were created using a randomly selected subset of the data

(66,876 of 167,190 farms), which is referred to as the training data. The same training data

were used for all trees in the ensemble tree. The results were evaluated and tested using the

remainder of the data (93,314 farms). The average squared error of the model applied to

the training, validation, and test data was equivalent (average squared error ¼ .34),

indicating that the model performed equally well on the training dataset used to create the

model and on the two independent validation and test datasets.

Using an ensemble tree approach, we grew multiple trees, forcing each one to initially

split on one of the 70 of 71 variables significantly related to nonresponse ( p , .20);

Table A1 in the Appendix provides the list of studied variables. We set the minimum

number of observations for a leaf to five, the maximum depth of the tree to six, and the

significance level to 0.20. A liberal criterion is used to assess the significance of main

effects, since classification trees are primarily interested in the subsequent interaction

effects and use independent sources of data to evaluate the results. According to Uther and

Veloso (1998, 4), “In the tree based learning literature, it is well known that stopping

criteria often have to be weak to find good splits hidden low in the tree.”

A popular form of an ensemble tree model called random foresting randomly selects

subsets of variables to split on, since in most cases it is not possible to grow all possible trees

(Banfield et al. 2007). In our case, we did not grow all possible trees, but we explored all

initial splitting variables. We forced each of the 70 variables to be used as an initial splitting

variable, so that we could ensure that each of these variables was considered at least once in

the overall model. This was important for us in being able to assure operational and field

staff that each of the variables in Table A1 were tested in relation to nonresponse. While

some of these variables may not be as strongly related to nonresponse as total sales or total

acres operated, they are still important to NASS in terms of nonresponse bias. For example,

by forcing Tree 66 to split on acres of certified organic farming, we were able to model the

relationship between number of certified organic acres and nonresponse. Only significant

initial and subsequent splits were retained in our model. After the initial split, all significant

subsequent splits were detected automatically using the splitting algorithm described above.

Out of 71 initial forced splits shown in Table A1, only one was considered nonsignificant –

whether the farm operator was Native Hawaiian or Pacific Islander.

Each tree identified unique subsets of likely nonrespondents based on varying initial

splits, and therefore provided unique indicators and thus probabilities of nonresponse. This

resulted in a richer and more inclusive model that included not only the characteristics we

knew were related to nonresponse, such as total sales and total acres operated, but also

the gender of the operator and the number of female operators, which we previously did

not know were related to nonresponse. The overall ensemble tree propensity score for each
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sample unit was estimated by taking the average of all 70 individual tree nonresponse

propensities for that unit. The average propensity score from multiple trees with varying

significant splits is considered to be more accurate and generalizable than those taken

from an individual tree (Bauer and Kohavi 1999; Breiman 1998). The segmentation rules

for all 70 trees were saved into a score code that could be used to estimate nonresponse

propensities of future ARMS samples using their 2002 census data.

3.2.2. Evaluating the Model for Nonresponse Predictive Power

Once the ensemble model was created, we evaluated the model using the 2009 ARMS sample,

a completely independent ARMS sample which had not been used in creating any of the trees.

By pulling the 2002 Census data for the 2009 ARMS sample, we were able to apply the model

specification rules to the 2009 sample and evaluate the predictive power of the ensemble tree

nonresponse propensity scores using a logistic regression model. The logistic regression

model specified the ARMS 2009 nonresponse as the dependent variable and the ARMS

ensemble tree nonresponse propensity score as the independent variable, controlling for

Census 2007 total sales and total acres operated. By controlling for total sales and total acres

operated, we could determine whether the ensemble tree propensity scores were significantly

correlated with future ARMS nonresponse beyond just farm size and total sales. The logistic

regression analysis was run using the 21,969 of the 34,429 operations for which we had both

2002 and 2007 Census data; 2002 data were needed to generate the nonresponse propensities

and 2007 data were necessary as the proxy data for the 2009 sample. Census 2002 data were

available for 24,264 (70%) of the ARMS 2009 sampled operations, and Census 2007 data

were available for 27,830 (81%) of the ARMS 2009 sampled operations; both Census 2002

and 2007 data were available for 64 percent of all operations sampled for the 2009 ARMS.

3.2.3. Evaluating the Model for Nonresponse Bias Predictive Power

If the nonresponse propensities are correlated with 2009 ARMS nonresponse beyond just

measures of farm size, they can be used to classify the 2009 sample into nonresponse

subgroups with similar response propensities. According to Eltinge and Yansaneh (1997),

nonresponse propensity score deciles are considered to be more stable than the individual

propensity scores, and therefore can be used to distinguish less likely respondents from

more likely respondents. Using deciles, we classified the ARMS 2009 sample into ten

groups using their nonresponse propensity scores. We then compared the ten nonresponse

propensity groups on key estimates (by using their Census 2007 data as a proxy of key

ARMS estimates for this sample) (see Table 3). Finally, we plotted the relative difference

of the mean (and median) as shown in Equation 1 for all ten deciles in order to determine if

the groups least likely to respond might contribute substantively more to nonresponse bias

on the studied characteristics than those more likely to respond.

Relative Difference of the Mean ¼
�yc 2 �yo

�yo

ð1Þ

where,

�yc ¼ Class Mean

�yo ¼ Overall Mean of Full Sample Results.
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4. Results

Figure 1 demonstrates a weak positive relationship between the ensemble tree

nonresponse propensities and probability of ARMS 2009 nonresponse given an

operation’s modeled nonresponse propensity score, value of Census 2007 total sales,

and Census 2007 total acres operated.

Table 2 shows that even though the relationship between the ensemble tree nonresponse

propensity score and 2009 ARMS nonresponse appeared weak, it was still a significant

predictor of 2009 ARMS nonresponse, even after controlling for the operation’s 2007 total

sales and total acres operated; indicating that ARMS nonresponse is not completely

explained by farm value and size.

Having evaluated our classification tree nonresponse propensities on an “independent”

dataset, we then grouped the nonresponse propensity scores for the ARMS 2009

sample into deciles so that we could distinguish between operations expected to be more

likely versus less likely to respond. Lower classes were expected to have lower rates of

nonresponse and higher classes were expected to have higher rates of nonresponse.

Figure 2 shows that the percent of nonrespondents within each class generally

increases from Class 1 (C1) (the group most likely to respond) through Class 10

(C10) (the group least likely to respond), although counter to expectation the group

with the highest predicted nonresponse propensities did not have the highest

nonresponse rate.
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Finally, we compared the 14 key agricultural estimates (again, using their 2007 Census

data as a proxy) across the ten nonresponse propensity classes to see whether these

estimates varied by class. Table 3 provides the mean value of the 14 key estimates by the

ten nonresponse propensity classes, Class 11 (C11) identifies the ARMS 2009 sampled

operations that were missing Census 2002 data and therefore have missing nonresponse

propensity estimates, but were not missing Census 2007 data. This allowed us to assess

how operations missing nonresponse propensity scores compared to those not missing

nonresponse propensity scores. Using the overall mean and the class means shown in

Table 3, we calculated the relative difference of the mean for each class shown in Figure 3

(Särndal 2011).

Given the significant correlations between the modeled nonresponse propensity scores,

ARMS 2009 nonresponse, and the key estimates shown in Table A2, we expected to see a

relationship between nonresponse propensity classes and relative difference of the mean.

Table 2. Logistic regression model fit statistics

Analysis of maximum likelihood estimates

Predictor b SE b
Wald’s x2

(df ¼ 1) p
eb Odds

Ratio

Constant 24.77 0.14 1191.55 , .0001
Propensity score 3.76 .34 118.99 , .0001 42.93
Total sales 29.02–08 2.11E-08 18.35 , .0001 1.00
Total acres operated 2.0E-05 3.19E-06 40.67 , .0001 1.00
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The relative difference of the mean as plotted in Figure 3 indicates that the group least

likely to respond in terms of their propensity score (Class 10) also poses the greatest threat

in terms of relative difference of the mean. Without response from this group, all 14 key

estimates would be underestimated. In order to mitigate the potential impact of a few

extreme values in any class, we also show the same comparison for the medians by class

(see Figure 4). This may be a problem particularly for highly skewed establishment

populations. These results are comparable to the estimate means.

Note that the relative difference of the class median for hired labor expenses was

extremely high for Classes 8 ($62.86), 9 ($112.68) and 10 ($476.47) and has been omitted

from the chart for clarity. Furthermore, the overall median and almost all of the class

medians were zero for both livestock and feed expenses, indicating zero relative

difference; however, in the few instances where the class median was not zero (livestock:

Class 10 ($3,125); feed: Class 1 ($1,000), Class 2 ($89), and Class 3 ($23)) we were unable

to estimate the relative difference of the median since the overall median was zero and

would have resulted in dividing the class medians by zero.

While Class 11 operations were missing Census 2002 data and thus propensity scores,

the relative difference for Class 11 did not stand out in comparison to the other classes

shown in Figure 3 or 4.

These results demonstrate that by using an ensemble of classification trees with Census

of Agriculture data, we created nonresponse propensity scores that were significantly

correlated with future ARMS nonresponse and with all 14 key agricultural estimates from

the ARMS (see Table A2). The farms classified into the lowest expected response

propensity had the greatest relative difference of the mean and therefore posed the greatest

potential threat in terms of both nonresponse and nonresponse bias.

Total acres operated

Total sales

Acres rented

Total production expenses

Cropland expenses

Seed expenses

Fertilizer expenses

Chemical expenses

Livestock purchases

Feed purchases

Hired labor expenses

Fuel & Oil expenses

Machinery & Equipment

Government payments

0.00

K
ey

 e
st

im
at

es

Class 1 (.16–.23)
Class 4 (.30–.35)

Class 7 (.42–.46)
Class 10 (.56–.76)

Class 2 (.23–.26)
Class 5 (.35–.39)

Class 8 (.47–.52)

Class 3 (.26–.30)
Class 6 (.39–.42)

Class 9 (.52–.55)
Class 11 (.)

2.00

Relative difference of the mean

Relative difference of the mean = [(class mean – overall mean)/overall mean]

4.00 6.00 8.00

Fig. 3. Relative difference of the mean for key estimates by nonresponse propensity class
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5. Discussion

This article presents a procedure that uses an ensemble of classification trees to produce

robust nonresponse propensity estimates. By examining the individual trees used to create

the average nonresponse propensity, we can easily identify the characteristics of various

types of nonrespondents. These models not only considered the most obvious and

significant predictors of nonresponse in the studied program, but they also identified the

rare and yet important variables that are also related to nonresponse. The resulting average

nonresponse propensity scores from all the trees may not be greatly influenced by these

less predictive or important variables, but they are at least considered given the forced

initial-split method we used, which is important to operational and field office staff.

While the logistic regression model’s pseudo R2 (McFadden 1974) was low ( ¼ 0.03),

this may be partly due to the fact that the nonresponse rate was much lower for those

operations that had both Census 2002 data and Census 2007 data than for the overall

ARMS 2009 sample. Operations with both 2002 and 2007 Census data had a nonresponse

rate of 0.03 (n ¼ 21,969) compared to 0.32 for the overall ARMS 2009 sample

(n ¼ 34,429). Had we been able to estimate propensity scores and had proxy data for the

entire 2009 ARMS sample, the propensity scores might have been more strongly related to

future ARMS nonresponse.

The results of the study might have differed had we included sample design weights.

Using sample design weights and or calibration weights in the models would allow

development of prediction models that identify nonrespondent characteristics and estimate

nonresponse propensities for the entire population, instead of being restricted to the

Total acres operated

Total sales

Acres rented

Total production expenses

Cropland expenses

Seed expenses

Fertilizer expenses

Chemical expenses

Livestock purchases

Feed purchases

Hired labor expenses

Fuel & Oil expenses

Machinery & Equipment

Government payments

0.00

K
ey

 e
st

im
at

es

Class 1 (.16–.23)
Class 4 (.30–.35)

Class 7 (.42–.46)
Class 10 (.56–.76)

Class 2 (.23–.26)
Class 5 (.35–.39)

Class 8 (.47–.52)

Class 3 (.26–.30)
Class 6 (.39–.42)

Class 9 (.52–.55)
Class 11 (.)

5.00

Relative difference of the median

Relative difference of the median = [(class median – overall median)/overall median]

10.00 15.00 20.00

Fig. 4. Relative difference of the median for key estimates by nonresponse propensity class
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selected sample (Phipps and Toth 2012). We may consider including sample or calibration

weights in a future model to gain a more general understanding. Given that Class 10 had

the greatest relative difference of the mean for all 14 key estimates, NASS may consider

using adaptive design efforts to increase the likelihood of response for operations that fall

into this class, and potentially Classes 9 and 8 as well depending on funding.

While we did not evaluate whether using varying forced initial splits works as well as

random forests, this method did provide us with a level of control that made our methods and

results easy to explain to operational and field staff. This was important given that this was

only the third operational use of classification trees at NASS, and the first in relation to

survey nonresponse. In a future article, we would like to explore the performance of this

method in comparison to random foresting. We would be specifically interested in assessing

the relative difference of specialty crops and rare operator characteristics such as being

female, since we believe this may be a potential strength of using initial forced splits.

The ensemble tree method of modeling survey nonresponse introduced in this article can

be helpful in identifying and describing characteristics of influential nonrespondents in

other surveys. It provides a tool that allows the researcher to assess the impact of multiple

establishment characteristics and interaction effects on nonresponse. Classification trees

provide a series of simple rules that can be used to describe specific characteristics of

likely nonrespondent subgroups to operational and field staff. The modeled nonresponse

propensities can then be used to create nonresponse subgroups. These subgroups can then be

used to evaluate the potential impact on survey estimates, or as inputs to adaptive design

strategies targeting different data collection strategies to different subgroups of a sample.

Appendix

Table A1. Census of agriculture operational characteristic variables in ranking order of initial split

significance

Rank Variable name

1 Total sales not under production contract (NUPC)
2 Total value of products sold þ government payments
3 Total production expenses
4 The number of hired workers employed more than 150 days
5 Machinery and equipment value in Dollars
6 Acres of cropland harvested
7 Cropland acres
8 Total reported acres of crops harvested
9 Acres of land owned
10 State
11 Total acres operated
12 The number of hired workers employed less than 150 days
13 Any migrant workers Y/N
14 Total cattle and calf inventory
15 Total expenditures
16 Farm type code
17 Type of organization
18 Percent of principle operator’s income from the farm operation
19 Computer used for the farm business Y/N
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Table A1. Continued

Rank Variable name

20 Acres of all other land
21 Principal occupation of principle operator is farming Y/N
22 Total government payments
23 ARMS III production region (Atlantic, South, Midwest, Plains, or West)
24 Acres of land rented from others
25 Any hired manager Y/N
26 Operation had internet access Y/N
27 Number of households sharing in net farm income
28 Acres of all irrigated hay and forage harvested
29 Number of days principle operator worked off farm
30 Total fruit acres
31 Total acres of vegetables
32 Acres of woodland pasture
33 Principal operator’s age
34 Acres of woodland not in pasture
35 Number of operators
36 Acres on which manure was applied
37 Acres of permanent pasture & rangeland
38 Acres of all hay and forage harvested
39 Total poultry inventory
40 Partnership registered under state law Y/N
41 Acres of cropland used for pasture
42 Total hog and pig inventory
43 Principal operator lives on operation Y/N
44 Percent of operators that are women
45 Acres of cropland for which all crops failed
46 Acres of cropland in summer fallow
47 ARMS III questionnaire version
48 Total sales under production contract (UPC)
49 Total citrus acres
50 Nursery indicator Y/N
51 Principal operator’s sex
52 Principal operator – race, black
53 Acres of land rented to others
54 Operation farm tenure (1 ¼ full owner, 2 ¼ part owner, or 3 ¼ tenant)
55 Number of persons living in principle operator’s household
56 Acres of cropland idle or used for cover crops
57 Have other farm Y/N
58 Principal operator – race, white
59 Sheep and lamb indicator Y/N
60 Year principal operator began this operation
61 Number of women operators
62 Other livestock animals
63 Agriculture on indian reservations Y/N
64 Principal operator – race, american indian
65 Acres of Christmas trees and Short rotation woody crops
66 Acres of certified organic farming
67 Possible duplicate Y/N
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Table A1. Continued

Rank Variable name

68 Principal operator is of Spanish origin Y/N
69 Principal operator – race, Asian
70 Aquaculture indicator Y/N
71 Principal operator – race, native Hawaiian, or Pacific Islander5

5

Not significant at the 0.20 level.

Table A2. Pearson & Point biserial correlation matrix of nonresponse propensity score, indicator of 2009

ARMS response, and key estimates

Nonresponse
propensity score

2009 ARMS
nonrespondent

Nonresponse propensity score 1.00 0.08
p , .0001
n 24,264 24,264

2009 respondent 0.08 1.00
p , .0001
n 24,264 34,429

Total acres operated 0.20 20.03
p , .0001 , .0001
n 21,969 27,830

Acres of land rented from others 0.15 20.02
p , .0001 0.00
n 21,969 27,830

Seed expenses 0.23 20.02
p , .0001 0.00
n 21,969 27,830

Fertilizer expenses 0.35 20.03
p , .0001 , .0001
n 21,969 27,830

Chemical expenses 0.30 20.03
p , .0001 , .0001
n 21,969 27,830

Feed expenses 0.20 20.01
p , .0001 0.18
n 21,969 27,830

Labor expenses 0.29 20.03
p , .0001 , .0001
n 21,969 27,830

Fuel & oil expenses 0.37 20.04
p , .0001 , .0001
n 21,969 27,830

Machinery & equipment value 0.44 20.04
p , .0001 , .0001
n 21,969 27,830

Total government payments 0.26 20.04
p , .0001 , .0001
n 21,969 27,830
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