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Abstract: Lagtimes and times of concentration are frequently determined parameters in hydrological design and greatly 
aid in understanding natural watershed dynamics. In unmonitored catchments, they are usually calculated using empirical 
or semiempirical equations developed in other studies, without critically considering where those equations were ob-
tained and what basic assumptions they entailed. In this study, we determined the lagtimes (LT) between the middle 
point of rainfall events and the discharge peaks in a watershed characterized by volcanic soils and swamp forests in 
southern Chile. Our results were compared with calculations from 24 equations found in the literature. The mean LT for 
100 episodes was 20 hours (ranging between 0.6–58.5 hours). Most formulae that only included physiographic predictors 
severely underestimated the mean LT, while those including the rainfall intensity or stream velocity showed better 
agreement with the average value. The duration of the rainfall events related significantly and positively with LTs. Thus, 
we accounted for varying LTs within the same watershed by including the rainfall duration in the equations that showed 
the best results, consequently improving our predictions. Izzard and velocity methods are recommended, and we suggest 
that lagtimes and times of concentration must be locally determined with hyetograph-hydrograph analyses, in addition to 
explicitly considering precipitation patterns. 
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INTRODUCTION 

 
Streamflow does not respond instantaneously to rainfall; 

there is a delay between rain and discharge peaks (McCuen, 
2009). This gave origin to the concepts of lagtimes (LT) and 
times of concentration (Tc), which are frequently determined to 
understand natural watershed dynamics and in hydrological 
design (de Almeida et al., 2014; Sharifi and Hosseini, 2011). 
These parameters are essential to accurately calculate the max-
imum discharge, which is necessary for the proper design of 
culverts, bridges and many other hydraulic works (Sharifi and 
Hosseini, 2011).  

The most reliable way to determine both LT and Tc is the 
graphical study of hyetographs and hydrographs for a period of 
time long enough to determine the natural variability of precipi-
tation and streamflow, and therefore the periods of return of 
large storms and floods (Bentancor et al., 2014; de Almeida et 
al., 2017). However, in many cases no background information 
is available regarding the behavior of a given watershed before 
the construction of a hydraulic work. Thus, in unmonitored 
catchments both Tc and LT are usually calculated from empiri-
cal, semiempirical, or physically based equations developed in 
previous studies. Empirical formulae are based on watershed 
physiographic characteristics, such as terrain slope, channel 
slope, watershed area, channel length, etc. (e.g., Giandotti, 
1940; Kirpich, 1940). These formulae do not consider the tem-
poral and spatial variability of factors that can affect response 
times. Conversely, semiempirical equations also consider other 
variables, such as the roughness coefficient or the curve number 
associated with, for example, the vegetation type and density, 
which can vary spatially and temporally (Mata-Lima et al., 
2007). The usual approach in both empirical and semiempirical 
models is to establish a mathematical relationship (i.e., a re-

gression) between the times of response and the explanatory 
variables, with no further consideration of mechanistic process-
es subjacent to the relation. Finally, the physically based meth-
ods rely on hydrological processes, as is the case with the ve-
locity method (NRCS, 1986; see below). 

Common equations are obtained in specific settings, which 
can be appropriate for a given geographical zone. For example, 
the Kirpich (1940) equation was developed in natural water-
sheds or those with crops, with a 3–10% slope with a channel-
ized flow (Tucci, 2000). The Izzard (1946) method, derived 
from laboratory tests, is applicable to roads and pasture areas 
(Chow et al., 1988). Pasini (1914) and Giandotti (1940) formu-
lae were obtained in rural basins in Italy, while the Temez 
(1978) formula is from Spain; all of these cases originated in a 
Mediterranean climate. CDH (1960) is for small mountain 
basins in the USA. Bransby-Williams (1922) developed his 
method for tropical India. The watershed lag method (USDA-
NRCS, 2010) is for small rural watersheds where superficial 
flow dominates. Finally, ADOT (1993) was designed for semi-
arid Arizona (agricultural watersheds). In spite of the previous 
background information, in many cases no critical considera-
tion of where these equations were obtained is carried out prior 
to their application. These equations’ basic assumptions and the 
scope of their applicability is often not previously evaluated, 
they are simply applied to calculate a single LT or Tc, which 
are assumed to be true values with no further validation. Even 
worse, the official regulations of several countries are based on 
imported methods, as is the case in Latin America (de Almeida 
et al., 2017; DGA, 1995; Vélez and Botero, 2011). 

The great diversity of formulae developed in many places 
around the world usually produce different results for the same 
location (de Almeida et al., 2014; Sharifi and Hosseini, 2011). 
This has led to a certain level of chaos that some authors have 
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attempted to relieve by introducing some order in this regard. 
For example, Vélez and Botero (2011) recommended calculat-
ing the median of the estimations determined with different 
methods to obtain the correct Tc. Sharifi and Hosseini (2011) 
proposed a correction of the diverse methods in order to ap-
proach the reference Tc calculated by the velocity method 
(NRCS, 1986). De Almeida et al. (2014) classified 30 methods 
by means of a hierarchical cluster analysis. Moreover, de Al-
meida et al. (2017) determined that Venturaʼs method was the 
most appropriate for the Brazilian tropical region where they 
carried out their research.  

On the other hand, Bentancor et al. (2014) compared the re-
sults of rainfall-discharge Tc determinations with the estima-
tions obtained from three methods, and concluded that none 
produced the true values. The real merit of this work is that it 
revitalized the notion that LTs or Tcs are not unique for a given 
watershed, but depend on precipitation characteristics that are 
variable from storm to storm, as anticipated by Izzard’s (1946) 
and Morgali and Linsley’s (1965) equations. Thus, in this pa-
per, we propose to advance the concept that LTs/Tcs are not 
fixed for a given watershed (i.e., parameters), but instead allow 
for variations within the same watershed as a function of rain-
fall properties (i.e., LT/Tc as variables). 

Furthermore, in spite of the fact that some methods can pro-
duce accurate results when used in similar physiographical 
regions to where they were developed, they rarely have a hy-
drological basis, in contrast with the velocity approach (NRCS, 
1986). This method has been considered by several studies as 
hydraulically sound and used as a reference to compare other 
estimations (McCuen et al., 1984; Sharifi and Hosseini, 2011; 
USDA-NRCS, 2010). In this paper, we tested the performance 
of the velocity approach utilizing more direct data obtained 
from a hyetograph-hydrograph analysis. We further compared 
our results with 24 equations, and developed the notion that 
LT/Tc equations must include precipitation as a predictor. 

 
MATERIALS AND METHODS 
Study site 

 
This study was mainly conducted at the Estación Experi-

mental Agropecuaria Austral (EEAA), located in the Los Ríos 
Region in southern Chile (39° 46’ 55” S, 73° 13’ 24” W), 4 km 
north of the city of Valdivia, and 15 km from the Pacific Ocean 
(Fig. 1). The climate is humid temperate (Amigo and Ramírez, 
1998), with an average annual temperature of 12°C. Annual 
rainfall is 2,500 mm; most of the rain is concentrated in the 
winter season (June-August). Snowfall is rare. Extreme temper-
atures during the period 2012–2015 were −1.4°C and 35.4°C. 

We studied the Santa Rosa watershed, whose creek is 5–6 m 
wide at its outlet, with a discharge of 58–1,151 L s−1 (in the sum-
mer and winter, respectively). The creek forms part of a watershed 
whose approximate area is 7.6 km2 (Fig. 1c), flowing through the 
middle of a 250 m-wide native forest floodplain. A layer of loose 
sediment is found on the streambed, 34-109 cm thick. 

In the flat zones, the geomorphology is mainly composed of 
alluvial terraces, with the uplands (0.5–3° slope) covered by 
pastures of Lolium perenne L. (perennial ryegrass). A slope 
covered by Nothofagus obliqua deciduous forest (25 m wide, 
35° grade) then connects with the floodplain (4° slope), which 
is covered by evergreen native forest. The pastures are located 
about 17 m a.s.l., while the Santa Rosa Creek is located 4 m 
a.s.l. The stream rises up to 160 m a.s.l. between 1.8 and 4.0 km 
upstream from the main study site (referred to as control point, 
P0, Fig. 1c), where second-growth, evergreen native forests and 
exotic tree plantations are found in the mountain headwaters. 

The riparian vegetation (swamp forest) found in the flood-
plain is characterized principally by the trees Blepharocalyx 
cruckshanksii, Myrceugenia exsucca, and Drimys winteri var. 
chilensis, with few individuals of Nothofagus obliqua. Howev-
er, there are vast zones in the floodplain covered by the herb 
Cyperus eragrostis (sedges), which grow either below gaps in 
the forest’s canopy or in areas with low-stature trees. In terms 
of land cover, pastures account for 22% of the watershed, 
swamp forests 16%, exotic tree plantations 0.74%, second-
growth evergreen forests 38%, and second-growth deciduous 
forests on the foothills and the slope adjacent to the swamp 
forests the remaining 23.26% of the area. 

All of the soils are derived from volcanic ash, but they be-
long to different orders. In the alluvial terraces adjacent to the 
control point, the soil corresponds to an Andisol, Valdivia 
series (Duric Hapludand or a Petroduric-Silandic Andosol; 
CIREN, (2003); WRB, 2006). On the upslope mountains, on 
the other hand, the soils belong to the order Acrisol (WRB, 
2006) (also referred to as Ultisols; Soil Survey Staff, 1999). 
The corresponding series is Los Ulmos (CIREN, 2001). In 
general terms, volcanic ash soils are characterized by their very 
low bulk densities (< 0.9 Mg m−3), high total porosity and water 
storage capacity, as well as very high values of saturated and 
unsaturated hydraulic conductivity. A detailed description of 
soils in the study area can be found in Dörner et al. (2013, 
2015). 

 
Hydraulic measurements  

 
A HOBO U20-001-01 pressure logger (Onset Computer 

Corporation, Bourne, USA) was placed in the middle of the 
Santa Rosa stream from May 2014 to November 2015 (the P0 
point, Fig. 1c). This equipment was hung from a steel chain 
connected to the top cap of a PVC tube. The barometric pres-
sure compensation logger was also placed in the stream, but 
within a PVC tube that was closed at the bottom to prevent 
water from entering. The top end of this PVC tube was left 
open, but was isolated from rain with a non-hermetic plastic 
‟hatˮ. The same barometer was used for the compensation of 
all the loggers installed (see below). Measurements were taken 
every 15 min, and the sensor error was 0.05% full scale (FS), 
where FS is 9.0 m (see also Cuevas et al., 2018). 

To estimate variations in the times of response of four sub-
catchments nested within the Santa Rosa watershed, a more 
detailed survey was undertaken between December 2016 and 
March 2017. Four additional loggers were placed 622 (P1), 
1759 (P2), 2608 (P3) and 2639 m (P4) upstream of P0. Two of 
these loggers were located in the swamp forest, at about the 
same altitude, while the two farthest points were 40 m a.s.l. in 
the mountainous forest, where two tributaries converge to form 
part of the main reach (Fig. 1c). Thus, P3 and P4 belonged to 
the sequence P0- P1- P2- P3 (or P4), but the latter two did not 
form part of the same drainage area. The stream channel is pre-
sent throughout the watershed, but is surrounded by floodplains 
from P2 downstream, and through most of the extension of the 
northern reach on the western side of the watershed (Fig. 1c). 

Due to the availability of equipment, a Levelogger Junior 
sensor (model 3001, Solinst, Ontario, Canada) had to be used at 
P1, while at the other stations we employed HOBO dataloggers. 
The Solinst sensor has an error of ± 0.1% FS, where FS is 10 m. 

Stream velocities were measured with a Seba F1 current me-
ter (Eijkelkamp, The Netherlands) at the studied P0 stream 
reach, 100 m upstream and 100 m downstream. They were 
measured at 20 and 80% of the stream depth, in several sections 
of each of the three studied transects, and 11 times from  
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Fig. 1. (a) Location of the study site in southern Chile, in (b) 
the Los Ríos Region. (c) Delimitation of the Santa Rosa water-
shed. The labels P0 to P4 indicate gauge points. Streams flow 
through floodplains indicated by a lighter color, downstream of 
P2, and through most of the extension of the northern reach on 
the western side of the watershed. RGS: EEAA rain gauge 
station. The other station (Miraflores) was located 6 km to the 
south. 
 
 
December 2012 to August 2015. The measurements carried out 
at the three monitoring points were averaged to provide a single 
value. Additional spot velocity gathering was carried out in 
March 2017 at P1, P2, P3, and P4. Measurements were not 
taken before and after a given peak flow (see Discussion: Ve-
locity method estimation). 

Two meteorological stations were utilized in this study: one 
was located at the same experimental station (EEAA, Fig. 1c), 
1.2 km from the watershed outlet (Campbell Scientific CR 1000 
instruments, Logan, UT, USA, available from 
http://agromet.inia.cl); and the other, referred to as Miraflores 
(https://www.centroccbb.cl/clima/), was 6 km from the study 
site in the city of Valdivia (Davis Vantage Pro 2 weather sta-
tion, Hayward, CA, USA). However, only the latter had a long 
data record encompassing almost all of the study period, while 
the EEAA station only began operating in May 2015. In the 
main study, we chose to use the Miraflores records to have a 
larger sample size, but we compared these records with those 
obtained from EEAA for the common period (May-November 
2015). Conversely, for the shorter study of stream stage varia-
tion along the stream, rainfall data was obtained from the EE-
AA station. The Davis station accumulated the rainfall data in 
30 min periods (0.2 mm resolution), while the Campbell station 
reported data hourly (0.1 mm resolution). 

   
Determination of lagtimes 

 
Lagtimes were defined as the time lapse between the middle 

point of the rainfall event and the discharge peak (USDA-
NRCS, 2010; Vélez and Botero, 2011). The middle point was 
determined as half the time between the start and the end of the 
rainfall. For these analyses, only well-defined precipitation 
events and discharge peaks were considered. 

We revised the literature to locate a large number of meth-
ods (24) proposed to calculate Tc or LT, especially the works of 
de Almeida et al. (2014), Sharifi and Hosseini (2011), and 
USDA-NRCS (2010). The formulations of some selected equa-
tions appear in Appendix 1. Most equations require knowledge 
regarding watershed physiographic characteristics, such as area, 
length of the main channel, channel slope, watershed slope, 
altitude, etc. (Table 1). This knowledge was obtained from a 
combination of Google Earth Pro imagery (version 7.1.7.2600; 
Google Inc., Mountain View, CA, USA) and Geographic In-
formation Systems. This was necessary because no official 
topographic maps with adequate spatial resolution for this study 
were available for the area. Consequently, we constructed a 
digital elevation model (DEM) with a 12.5 m x 12.5 m resolu-
tion obtained from the Alaska Satellite Facility web page 
(https://vertex.daac.asf.alaska.edu/), which, in turn, acquires 
images from NASA. With this DEM, we generated a three 
dimensional model (Fig. 1c) with ArcMap 10.3.1 software 
(ESRI, Redland, CA, USA); this was used to calculate required 
input variables. 

We then calculated the Tc or LT utilizing each one of the 
methods. As our analysis was focused mainly on LT, while  
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Table 1. Variables and parameters used for the calculation of lagtimes and times of concentration in the Santa Rosa watershed and sub-
catchments. 
 

Name Abbreviation Value Unit 
2-year, 24-h rainfall P2 93 mm 
Basin development factor BDF 0 – 
Cross-sectional flow area a 0.33 (in P3) to 4.0 (in P0) m2

Diameter of the circle equivalent to watershed area Dc 3.11 km 
Impervious area in the watershed IMPERV 2 % 
Length of the main channel L 5.48 km 
Length of the shallow concentrated flow Ls 145 m 
Length of the open channel flow (reach 1, upstream) L1 560 m 
Length of the open channel flow (reach 2, downstream) L2 4,920 m 
Main channel slope S 0.0111 m/m 
Manningʼs channel roughness coefficient (Chow, 1959) n 0.11 (dense brush, flood stage reaching branches)  m–1/3 s
Manningʼs roughness coefficient for sheet flow n 0.80 (dense underbrush) m–1/3 s 
Maximum watershed altitude for the longest channel Hmax 70 m a.s.l. 
Mean watershed elevation Hm 61 m a.s.l. 
Minimum watershed altitude Hmin 9 m a.s.l. 
Rainfall intensity i 3.7 (high intensity), 0.03 (low intensity) mm/h 
Retardance coefficient (Izzard, 1946) cr 0.06 – 
Retardance factor, runoff curve number (USDA-NRCS, 2010) cn’, CN 72 (mean for woods, pasture, meadow grass in C soil type) – 
Slope terrain in headwaters Sh 0.174 m/m 
Watershed area A 7.6 km2

Watershed mean slope Y 12.43 % 
Wetted perimeter Pw 1.7 (in P3) to 6.6 (in P0) m 

 
most equations deal principally with Tc, we applied the follow-
ing formula (USDA-NRCS, 2010; Vélez and Botero, 2011): 

 
LT = 0.6*Tc                                                              (1) 

 
The velocity method (NRCS, 1986) was analyzed in detail 

and is explained in Appendix 2 (Equations (A12–A14)). Brief-
ly, it involves the estimation of stream velocities based on 
hydraulic considerations. The distances where those flows 
occurred were divided by the velocities, so that the travel times 
could be determined. The sum of the travel times was then 
considered as the time of concentration. Although dividing the 
watershed into three segments along its course is recommend-
ed, we chose to use only two segments because there are only 
two main physiographic units (the upslope mountains above P2, 
and the lowland, flat area below P2).  

 
Data analyses 

 
Measured LTs were related to common distribution 

frequencies (Gumbel, Non-normal, Gamma, Weibull, Log-
normal, Normal, Rayleigh, and Exponential). The departures 
between the theoretical distribution and the observed values 
were evaluated with the Kolmogorov-Smirnov test (Sokal and 
Rohlf, 1995) (Module Industrial Statistics & Six Sigma/ Process 
Analysis of Statistica 7.0 software, StatSoft, Inc., Tulsa, OK, 
USA). 

We then compared the observed LTs with the predicted 
values from 24 methods, and selected the equations with the 
best agreements. These were improved through the inclusion of 
rain variables that produced good relationships with LTs, as 
determined by linear regressions analysing the rain amount per 
event, rain intensity, event duration, and accumulated rainfall 
for the seven days prior to the discharge peak. Since most Tc 
equations are non-linear (Appendix 1) we estimated the new 
parameters, which are exponents of the input variables, with the 
Nonlinear Estimation module of Statistica 7.0 software. This 
procedure operates through the Levenberg-Marquardt 
algorithm, which carries out a maximum of 50 iterations to 

minimize the least-squares among observed and predicted LTs 
from the equations. 

 
RESULTS 
Temporal variability of lagtimes at P0 

 
Throughout the period May 2014-November 2015, we de-

tected 100 precipitation events at the Miraflores station that 
were able to induce rises in streamflow. The highest discharge 
peak for the year 2014 was due to a rain event of 100 mm in 24 
h, which caused a rise in the hydrograph from < 400 to 1,151  
L s−1. Even under this extreme scenario, the LT was 22 h. 
Overall, LTs ranged from 0.6 to 58.5 h, with a mean of 20.1 h. 
When analyzing data from the EEAA meteorological station, 
the mean LT was 20.4 h (ranging from 0.6 to 50.5 h, N = 46 
events). The frequency distribution derived from the Miraflores 
data was slightly skewed to the right (Fig. 2). All assayed fit-
tings produced non-significant deviations with respect to com-
mon theoretical distributions (with the exception of the expo-
nential distribution), while Gumbel produced the lowest Kol-
mogorov-Smirnov departure (dmax = 0.051, P > 0.05, Fig. 2). 
When comparing LTs corresponding to autumn, winter, spring, 
and summer, the median values were 20.2, 17.7, 20.5, and 16.2 
h, respectively (Fig. 3). 

 
Spatial variability of lagtimes along the stream 

 
During storm events, the stream stage variation along the 

stream was evaluated for 11–15 events in the summer of 2017. 
In Fig. 4, the curves for a representative period are shown. It 
can be clearly seen that the highest subcatchments anticipated 
their response to rainfall compared with the lowest subcatch-
ments. In other words, as the size of the nested catchments 
decreased, the LT also decreased (Table 2). P0 showed a  
LT very similar to the previous summer (mean 16.0 vs. 17.0 
h), even though the sample sizes were not the same (N = 4 in 
2015; N = 14 in 2017). The difference in LTs among the high-
est stations (P3, P4) and the lowest was about 10 h.  
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Fig. 2. Frequency distribution of the lagtimes measured from the 
hyetograph-hydrograph analyses at the P0 point in the Santa Rosa 
watershed. The Gumbel distribution was adjusted to the observed 
data. 

 
 

Fig. 3. Box plots for lagtimes at the P0 point of the Santa Rosa 
stream, as a function of season. The percentages adjacent to the 
boxes indicate the percentiles, and the dots are the outliers. 
 

 
Table 2. Lagtimes in subcatchments nested within the Santa Rosa 
watershed for the period December 14, 2016 – March 9, 2017. 
 
 Subcatchment points of measurement 

      
Lagtime (h) P0 P1 P2 P3 P4 
            
Mean 17.0 14.2 8.1 6.1 7.2 
Max 27.8 22.2 17.8 16.5 15.3 
Min 10.2 8.5 4.5 3.0 3.0 
Sample size 14 14 11 15 14 

 
Calculated lagtimes 

  
Most equations that mainly account for the physiographic 

characteristics of a watershed produced estimations that 
severely underestimated the observed LTs (Table 3). For 
example, the Kerby (1959) method predicted a LT = 0.21 h. 
Even the formula that is currently used in Chile (DGA, 1995; 
USA California Division of Highways, 1960; Equation (A2) 
(Appendix 1)) showed a LT < 1 h. The Soil Conservation 
Service, Texas (USDA-NRCS, 2010), fell in the mid-range 
among the estimations (LT = 2.8 h) (Equation (A4), Appendix 
1). One of the Granato (2012) formulae (RE07, Equation (A7) 
in Appendix 1) ranked fourth in decreasing order with a LT = 
10.4 h. There were three additional equations that produced 

LTs approaching the observed values and allowed for varying 
estimations according to rainfall intensities. This was the case 
for the Izzard (1946) Equation (A11) (Appendix 1), which 
predicted LTs of 10.4 h for the highest rain intensity measured 
for the period (3.7 mm h−1), and 258 h with 0.03 mm h−1, the 
lowest rain intensity. On the other hand, Papadakis and Kazan 
(1986) Equation (A9), (Appendix 1) and Morgali and Linsley 
(1965) (Equation (A10) in Appendix 1) only produced good 
agreements at low rain intensities. The median for the 
calculated LTs was 2.4 h. 
 
The velocity method 

 
This method approached the observed results and deserves a 

separate analysis (Equations (A12–A14), Appendix 2). For point 
P0, the estimated travel time (Tt) for sheet flow was 0.15 h, while 
the velocity of the shallow concentrated flow would be 0.305  
m s−1 for a slope of 0.174 m/m. Since the segment length for that 
flow was 145 m, then the Tt (concentrated flow) was 0.13 h. 

For the mountainous area, the open channel flow was ap-
plied to the first reach length of 560 m with a calculated veloci-
ty of 0.91 m s−1, that is, 0.17 h of travel time. In the lower 
reach, which is 4,920 m long, a velocity of 0.23 m s−1 was 
estimated, making the equivalent Tt 6.0 h. Thus, the total travel 
time was 6.4 h (LT = 3.8 h), based on velocity estimations.    

 
 
 
 
 
 
 
Fig. 4. Variations in stream stage in different 
subcatchments nested within the Santa Rosa wa-
tershed. P0 was the lowest gauge point, and P1, 
P2, P3 and P4 were located at increasing distances 
upstream from P0. P3 and P4 were located in 
different tributaries of the main channel. To facili-
tate comparisons of timing of different stations, 
three vertical dashed lines out of the several stage 
peaks shown have been drawn to coincide with the 
P0 peaks. A representative period in the year 2017 
was selected from a longer three month-evaluation. 
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Table 3. Estimations of lagtimes (LT) for the Santa Rosa water-
shed in southern Chile at point P0. Estimations appear in increasing 
order of LTs. 
 

Method LT (h) 
  

USDA (Argente-Sanz, 2014) 0.065 
Kerby (1959) 0.21 
Simas (1996) I 0.3 
California Division of Highways (1960) 0.8 
Kirpich (1940) 0.9 
Soil conservation service: Ohio (USDA-NRCS, 2010) 1.0 
Watershed lag method (USDA-NRCS, 2010) 1.2 
Dirección General de Carreteras (Témez, 1978) 1.5 
Simas (1996) II 1.6 
Bransby-Williams (1922) 1.6 
Giandotti (1940) 1.8 
Ventura (Mata-Lima et al., 2007) 2.0 
Soil conservation service: Texas (USDA-NRCS, 2010) 2.8 
Folmar and Miller (2008) 3.2 
Granato (2012) RE03 3.5 
Pasini (1914) 3.9 
Sheridan (1994) 6.3 
Granato (2012) RE13 7.4 
Granato (2012) RE06 7.9 
Velocity method (NRCS, 1986) 3.8–9.4  
Granato (2012) RE07 10.4 
Papadakis and Kazan (1986) 2.4–14.6 
Morgali and Linsley (1965) 3.6–24.7 
Izzard (1946) 10.4–258.3 

 
Table 4. Stream velocity for different measurement dates in the 
Santa Rosa Creek (P0 point). 
 

Date Water velocity (cm s–1) 
(mean ± SE) 

  
December 4th, 2012 6.2±1.27 

May 2nd, 2013 10.5±1.29 

July 23rd, 2013 11.8±1.59 

June 2nd, 2014 8.6±3.10 

June 13th, 2014 10.3±0.86 

December 23rd, 2014 8.9±1.26 

January 9th, 2015 7.4±1.13 

February 9th, 2015 5.9±1.09 

June 1st, 2015 12.9±1.80 

June 26th, 2015 9.6±1.45 

August 6th, 2015 8.6±0.69 

Mean 9.2 ± 0.66 

  
However, as we directly measured the stream velocity at P3 

(0.29 m s−1) and P0 (mean 0.092 m s−1, Table 4), we were able 
to correct the velocity estimations for the open channel flow, 
resulting in the following travel times for the first and second 
reaches: 0.54 and 14.9 h. Thus, the recalculated total Tt was 
15.7 h (LT = 9.4 h). 
 
Improvement of methods of LT estimation 
 

We took note of the improved predictive power of the three 
methods that included rainfall intensity as a variable (Izzard, 
1946; Morgali and Linsley, 1965; Papadakis and Kazan, 1986). 
We tested whether there was a significant relationship between 
observed LTs and the rainfall amount, rainfall intensity, and 
rainfall duration per event, in addition to the total accumulated 
rainfall for the seven days prior to the discharge peak. Some 
relationships were poor, evidenced by their extremely different 

observed LTs for the same rain amount and intensity (Figs. 5 a, 
b, d). Conversely, the relationship was much better for rainfall 
duration vs. LT (r2 = 0.691, r = 0.831, P < 0.0001) (Fig. 5c). 
Our conclusions were the same when carrying out these anal-
yses with the EEAA rain data; although the r2 values were 
lower due to the lower sample size. The distributions of both 
rain intensity and duration were skewed to the right, with mean 
values of 0.94 mm h−1 for the first (Fig. 6a) and 27.7 h for the 
last variable (Fig. 6b).  

The lack of fit of rainfall intensity with LT was confirmed 
by directly introducing the values of the former variable within 
the selected equations, which produced a poor relationship 
between predicted and observed LT values (data not shown). 
We then included rainfall duration as a predictor in the equa-
tions. For example, Izzardʼs equation could be modified to: 
 

mod
0.6 *526.42 * (0.0000276 * ) *17.62

0.2233*

a

c

D b
LT

D

+=         (2) 

 
where LTmod is the modified Izzard equation, 0.6 is the factor 
for converting Tc into LT, 17.62 is L1/3 (L, main channel length 
in m), 0.2233 is S1/3 (S, main channel slope, m/m), D is the 
rainfall duration in hours, and a, b, and c are parameters to be 
adjusted. The other constants come from Izzardʼs Equation 
(A11) (Appendix 1).  

Following this procedure, the formulae presented by Morgali 
and Linsley (1965) and Papadakis and Kazan (1986) provided 
an r2 = 0 when relating to observed LTs, because the non-linear 
form of these Equations (A10) and (A9) (Appendix 1) could not 
account for the linear relation that is subjacent to LT versus D. 
On the other hand, the non-linear regression produced the fol-
lowing estimations for Izzard: a = 0.992448, b = 0.000357, and 
c = 0.094489. The coefficient of correlation was r = 0.828 and 
the coefficient of determination was r2 = 0.685 (P < 0.001 for 
model). If b would have been fixed as 0.06–0.09 (the values of the 
retardance factor for dense pastures and forest plantations, respec-
tively; Bentancor et al., 2014), r2 would also have been zero. 

Parameters a, b, and c were then introduced into Equation 
(2). The predictions of this equation were tested against the 
observed LTs, resulting in a linear relationship where points 
were distributed at both sides of the 1:1 relationship (Fig. 7), 
being a reasonable adjustment with observed data. The same 
conclusion was obtained in the analysis with EEAA rainfall data. 
 
DISCUSSION 
Comparison among methods of LT estimation 

 
Our measured lagtimes were rather long (mean 20 h), and 

had a good fit with the Gumbel distribution, a probability densi-
ty function that is commonly used to describe extreme values, 
usually high, that rarely occur with respect to most values in the 
distribution (Gumbel, 1960). Long LTs have also been ob-
served by de Almeida et al. (2017) and have resulted in smooth 
rises and recessions of hydrographs. The resulting rounded 
forms contrast with the sharp forms observed in torrential wa-
tersheds (Singh and Singh, 2017). It is likely that the large 
floodplain extension, in both length and width, as well as the 
type of vegetation, contributed to this pattern. In fact, Granato 
(2012) points out that lakes, ponds, and wetlands are zones of 
surface storage, which only some studies explicitly include. 

In this study, most equations that only included physio-
graphic watershed characteristics produced estimations that 
severely underestimated the observed LTs, while those includ-
ing rainfall properties or stream velocities produced much  
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Fig. 5. Linear regressions of different precipitation expressions and lagtimes between the rainfall event and the discharge peak at point P0. 
Linear equations, model probability (P) and coefficient of determination (r2) are shown in each panel. 

 

 
better estimations. An exception to this statement was the 
Granato (2012) RE07 equation, which produced an estimation 
of 50% of the observed value, partially including physiography. 
The relative success of this formula may be related with the fact 
that the model was specially developed for predicting lagtimes, 
and accounted for urbanization and the prevalence of engi-
neered drainage features as well (Granato, 2012).  

In general, simple watershed attributes such as area, slope, 
main channel length, and difference in elevation between 
headwaters and outlets, cannot adequately describe the imped-
iments that water must face throughout its travels along the 
watershed. In other words, equations that only include physio-
graphic factors assume that only the distance effect could cause 
a delay in the water’s travel time, thus presuming that the sub-
strate is smooth. This assumption would only be valid for urban 
watersheds, for those with a rocky streambed, or with low 
vegetation cover. In forested swampy watersheds there is a 
retardance factor that is not adequately included in the diverse 
equations examined here. In the studied catchment, the 
streambed was made up of loose sediments that are home to an 
extensive hyporheic zone, where water flows are likely to be 
considerably slower than in open channels (Edwards, 1998). 
Many tree stems also cross the watercourse, and in the moun-
tain headwaters the presence of dense Chilean bamboo thickets 
(“quilas”) is a factor that can delay the water’s movement. 
Moreover, there is a large cover of Cyperus sedges along the 
floodplain. Sedges inhabit places with a very high groundwater 
table, even above the ground level for most of the year. When 

the plains are completely flooded throughout the winter, the 
impediments for water movement are even greater, and possi-
bly higher than in the forest where stems have a lower density 
than sedges. 

At first sight, the use of some of the evaluated equations was 
not justified to predict the specific response of the swampy, 
forested watershed. However, since our aim was to find out 
which formula was the most appropriate for describing the 
studied watershedʼs behaviour, we evaluated all 24 equations 
most commonly found in the literature. Overall, the calculation 
of the median to determine the best LT estimation, as recom-
mended by Vélez and Botero (2011), was not successful. The 
large bias in the number of methods that predicted low LTs 
produced inaccurate results. 
 
Spatial-temporal variations in lagtime 

 
Our results show that the peak discharge caused by rain ap-

peared earlier in the stations located at the headwaters in forest-
ed mountainous areas. The maximum appeared progressively 
later downstream. Thus, lagtimes were shorter at the headwa-
ters than in the lowlands, coherent with a flood wave that 
moves from areas high in the mountains (ridges and slopes 
covered by second-growth evergreen native forests and exotic 
tree plantations) to the lowland zones covered by swamp forest. 
There was a delay of 10 hours due to the great distance between 
highlands and lowlands, compounded by the great areal exten-
sion, high roughness, and low slope of floodplains. 
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Fig. 6. Distribution frequency of rainfall event intensity (a) and 
duration (b). Inserted graphs show the values for the years 2014 
and 2015, using the same convention as Fig. 3 for boxplots. 
 

A source of uncertainty in this analysis is the assumption 
that the storms arrived simultaneously to all of the gauging 
points, since only one meteorological station was used for the 
hyetograph-hydrograph analysis (EEAA). However, as the 
watershed is only 4 km long, and we have proven that LTs 
derived from the farthest station (Miraflores) are very similar to 
those obtained from EEAA, it is very likely that this pattern 
also occurs within the watershed. Moreover, the differences in 
LTs among monitoring points were several hours, making it 
unlikely that a small difference in storm timing across these 
points would mask such a significant time difference. 
 
Velocity method estimation 

 
This method relies on the estimation of water velocity for 

sheet flow and shallow concentrated flow, values that are diffi-
cult to measure in the field. However, even allowing for some 
uncertainty in these estimations, these flows scarcely contribut-
ed in terms of total length (160 m) and travel time (0.27 h) in 
comparison with the longest stream segments in the watershed 
(5,480 m, Tt = 6.2 h). Bentancor et al. (2014) also considered 
sheet flow negligible based on the small percentage of water-
shed area where that flow occurs. Therefore, any discrepancy 
between observed Tcs or LTs and the estimated values must be 
searched for in the stream velocities of the longest segments. 
For these reaches, Tt increased up to 15.4 h (LT = 9.2 h) when 
including measured stream velocities in the field. Thus,  
 

 
 

Fig. 7. Comparison of estimated lagtimes calculated with the modi-
fied Izzard (1946) equation and those observed in the Santa Rosa 
watershed (P0 point). The correlation between both variables was r 
= 0.828 (r2 = 0.685). 
 
methodologically, it is preferable to collect these data, rather 
than estimating them from hydraulic radiuses that are more 
difficult to measure in many locations along the main stream 
channel. In addition, the roughness coefficient included in 
Manningʼs Equation (A14) (Appendix 2) can be spatially varia-
ble, and can perhaps vary in the time domain as well. Even with 
the corrections of our spot velocity measurements, the calculat-
ed LTs still fell short of the observed values (mean 20 h), but it 
must be considered that the P3 datum was only based on veloci-
ty surveys for the summer of 2017. Furthermore, travel times 
and, consequently, LTs can show large fluctuations if we take 
into account that stream velocity changes along the channel, in 
addition to changing daily, monthly and seasonally (Table 4) as 
a direct function of streamflow (data not shown; see also Won-
dzell et al., 2007). Even the precipitation factor can influence 
stream velocity via the discharge magnitude. Thus, the velocity 
method is promising since it showed one of the highest LT 
estimations in our data, and because it allows for LT variations 
throughout time. Further research should measure stream veloc-
ities on at least a daily scale to establish relationships with 
discharge and observed LT/Tc. 

 
Improvement of methods of LT estimation 

 
LT varied as a function of rainfall properties, as noted by  

 

Bentancor et al. (2014), with rainfall duration being the variable 
that best explained the LT variation. Contrasting with our re-
sults, when Bentancor et al. (2014) evaluated (in Uruguay) the 
three methods developed by Kirpich, Morgali and Linsley, and 
Izzard the observed Tcs were overestimated. Possible explana-
tions may be related to the dominance of pastures in that coun-
try, with no trees in the riverbanks nor submerged in the water 
(L. Bentancor, personal communication).  

The relationship between LT and rainfall duration is most 
likely due to the fact that each storm pulse generates a response 
hydrograph, which is added to the response of the other pulses 
(Chow et al., 1988). In other words, a longer storm causes a 
response with a longer duration. Rainfall duration also had the 
least departure from the Gumbel distribution as compared to 
standard distributions (data not shown), coinciding with the LT 
frequency distribution. 

The predictive value of the Izzard equation, which included 
precipitation as a variable, could be further improved upon. The 
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parameters that represent exponents of duration (a, c) could be 
statistically well adjusted. However, b in the original Equation 
(A11), (Appendix 1) corresponded to the retardance factor (cr). 
Our result with the modified equation was b = 0.000357, which 
is very low compared to the recommended cr for Izzardʼs equa-
tion (cr = 0.06–0.09, Bentancor et al., 2014). Fixing this factor 
to these values was not possible because the resulting equation 
had a very poor fit. Therefore, b cannot be strictly assimilated 
to a retardance factor and must only be considered as a parame-
ter for an empirical adjustment of the Equation (2). 

Overall, the fit between observed LTs and those derived 
from the modified Izzard equation was quite good, with points 
distributed in similar proportions in the over- and underestima-
tion zone (Fig. 7). Bentancor et al. (2014) obtained an r2 = 0.56 
between observed and calculated values with the modified 
Izzard method, including the precipitation intensity. 

 
Precipitation as a predictor 

 
One contribution of this paper is its emphasis on lagtime’s 

dependence upon precipitation characteristics. This changes the 
notion that each watershed has a fixed LT (i.e., a parameter), to 
the idea that LT is a factor that can vary in time as a function of 
rainfall duration (i.e., a variable). LTs can be represented as a 
frequency distribution that can be associated with a probability 
density function, which converts LT into a random variable in 
statistical terms. Of course, LT is a function of rainfall duration, 
in addition to other factors, but this variable can, in turn, be the 
consequence of meteorological phenomena whose analysis is 
beyond the scope of this paper. Regardless, this poses a chal-
lenge in hydrological modelling: how can a random variable be 
incorporated into calculations of maximum discharge associat-
ed with a given watershed? This is an issue that does not occur 
when Tc or LT are considered as single, fixed values. 

 
Scope of applicability 

 
It would be naive to assume that the equations with the best 

performance in this study would also work well in any possible 
setting. Clearly, the empirical, semiempirical and physically 
based methods found in the literature adequately explain the 
LTs or Tcs in the specific environments where the equations 
were developed. Moreover, they should work well in regions 
similar to the original scope of the model’s calibration, for 
example, among semiarid regions (Sharifi and Hosseini, 2011). 
Consequently, our findings could be applied to areas with simi-
lar conditions to those found in the southern regions of Chile, 
which have a rainy, temperate climate, with most of the precipi-
tation concentrated in the winter. Moreover, dense tree/herb 
cover, soil type, and geomorphological characteristics, such as 
extensive floodplains, should also be considered. 

We were unable to find another critical evaluation regarding 
which methods have the best performance in this country; 
therefore, our results could be applied to improve the official 
technical handbooks concerning the design of hydraulic works. 
DGA (1995) includes the use of design hydrographs for differ-
ent Chilean macrozones, but the zoning is not sufficient and 
must be further developed. We recommend carrying out a better 
characterization of LT or Tc considering the specific character-
istics of each watershed, along with its unique plant cover and 
rainfall attributes.  

We further recommend a direct determination of LT or Tc 
by means of hyetograph-hydrograph analyses to define which 
method functions best in a given region. This method could 
then be applied with confidence to other similar, unmonitored 

catchments. In our study, Izzard’s modified equation proved to 
be the best estimator of observed LTs and could therefore be 
used for predicting this variable in specific rain events with 
known rainfall durations. This variable is easy to determine and 
can be measured in a location not necessarily adjacent to the 
watershed of interest, as in this study. Of course, we could use 
the relationship LT/rainfall duration shown in Fig. 5c without 
considering the Izzard formula, but we would lose the oppor-
tunity to make some adjustments related to slope and main 
channel length that are included within Izzard’s formulation. 

 
CONCLUSIONS 

 
We found that lagtimes (and times of concentrations) were 

rather long in the main watershed studied, possibly due to the 
extensive flat zones within the floodplains, and the retardance 
imposed by dense herb and tree vegetation. Only methods that 
included precipitation or stream velocity as predictors agreed 
reasonably well with observed lagtimes. They were both tem-
porally and spatially variable, according to the rainfall duration 
and the point of watershed where evaluations were carried out, 
respectively. Izzard’s modified method showed the best fit with 
observed data, and the velocity method proved promising if 
more field data were available to account for varying LTs with-
in and across the seasons. In spite of the fact that our suggested 
equations can be locally applied, our procedure has heuristic 
value as it stresses the recommendation that lagtimes and times 
of concentration must be locally determined with rainfall-
discharge analyses, in addition to explicitly considering precipi-
tation patterns.  
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Appendix 1. Selected formulae to calculate times of concentration or lagtimes. Formulae were chosen to show the diversity of 
approaches. Other methods can be found in the references included in Table 3.  
 
Equation 
number 

Method Formula Unitsa 

A1 
Kerby (1959) 
 

0.324

0.5

2.2nL
Tc

Y

 =   
 

Tc (min), n (m–1/3 s), L (ft),  
Y (ft/ft) 

A2 
California Division of High-
ways (1960) 

0.3853

0.95
L

Tc
H

 
=  

  
 Tc (h), L (km), H (m) 

A3 
Kirpich (1940) 

0.77

0.385

0.02L
Tc

S
=  Tc (min), L (m), S (m/m) 

A4 Soil Conservation Service: 
Texas (USDA-NRCS, 2010) 

0.62.4Tc A=  Tc (h), A (squared miles) 

A5 
Simas II (1996) 

0.5937 0.3131

0.1505

0.0085 natW S
Tc

Y
=  Tc (h), W (ft), Snat (in), Y (ft/ft) 

A6 
Bransby-Williams (1922) 

2
5

1.5

L A
Tc

Dc S
=  

Tc (h), L (km), A (km2),  
Dc (km2), S (%) 

A7 
Granato (2012) RE07 0.571 0.6811.272 *0.760 * (13 )LT BLF BDF= −  

LT (h), BLF (mile1.5ft–0.5),  
BDF (–)

A8 
Granato (2012) RE06 0.565 0.3941.360 *0.514 *(100 0.99 )LT BLF IMPERV= −  

LT (h), BLF (mile1.5ft–0.5), 
IMPERV (%) 

A9 
Papadakis and Kazan (1986) 
 

0.5 0.52

0.31 0.38

0.66L n
Tc

S i
=  

Tc (min), L (ft), n (m–1/3 s),  
S (ft/ft), i (in/h) 

A10 
Morgali and Linsley (1965) 
 

0.6 0.6

0.4 0.3

441L n
Tc

i Y
=  

Tc (min), L (km), n (m–1/3 s), i 
(mm/h), Y (m/m) 

A11 
Izzard (1946) 

1/3

1/3 2/3

526.42(0.0000276 )ri c L
Tc

S i

+=  
Tc (min), i (mm/h), cr (–),  

L (m), S (m/m) 
 
a Abbreviations: A = watershed area; BDF is the basin development factor, defined as an index of urbanization and the prevalence of engi-
neered drainage features (see Granato, 2012 for further details); BLF is the basin length in miles divided by the square root of the channel 
slope (ft/mile); cr = retardance factor; Dc = diameter of the circle with an area equivalent to the watershed area; H = difference in watershed 
elevation from headwaters to outlet; IMPERV = the percentage of impervious area in the watershed (roofs, highways, etc.); i = intensity of 
the rainfall excess; L = length of channel from headwater to outlet; LT = lagtime; n = Manningʼs channel roughness coefficient; S = mean 
channel slope; Snat = storage coefficient used in the curve number method calculated as Snat = (1000/CN)−10, where CN is the runoff curve 
number; Tc = time of concentration; W= watershed width (area (ft2)/watershed length (ft)); Y = average watershed slope. 

 
Appendix 2. Detailed description of the velocity method 
(NRCS, 1986) 

 
The velocity method calculates the stream velocity for three 

segments selected along the main channel length, based on 
homogeneity. Travel time is obtained by dividing the segment 
length by the respective velocity. In the headwaters, three types 
of flow can be evaluated: sheet flow, shallow concentrated 
flow, and open channel flow. In the lower segments, only open 
channel flow is estimated. 

The sheet flow is calculated from: 
 

0.8

0.5 0.4
2

0.007( )

( ) h

n
Tt

P S
= 

                                              (A12) 

 
where Tt is the partial travel time (h), n is the Manningʼs 
roughness coefficient for sheet flow,  is the sheet flow length 
(ft), P2 is the 2-year, 24-hour rainfall (inches), and Sh is the 
slope of land surface in that segment (ft/ft). 

 

McCuen and Spies (1995) proposed improving the   esti-
mation (considered as default as 100 ft), by means of: 

 

100 hS

n
=                                                          (A13) 

 
where the symbols were previously defined. 

The shallow concentrated flow has the general formula: V = 
k*(S)0.5, where V is the water velocity (ft/s), and can be 
obtained from Fig. 15-4 in USDA-NRCS (2010). 

The open channel flow is calculated using Manningʼs equation: 
 

2/3 1/21.49r S
V

n
=                                                   (A14) 

 
r is the hydraulic radius (ft) calculated as a/Pw, where a is the 
cross-sectional flow area (ft2), Pw is the wetted perimeter (ft), 
the channel slope (S) is in ft/ft, and n, in this case, is the Man-
ningʼs n value for open channel flow (Chow, 1959).

 


