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Architectural approach to cope with network-induced
problems in network control systems design
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In the field of process control engineering, network-based systems enable extensive, flexible and scalable applications
in industrial automation and control. However, network-induced problems are influencing the stability and performance
and they are introducing constraints in the system design and operation. While most of the existing design methodologies
are searching for the specific solution within the domain of the control theory, we propose the comprehensive architectural
approach that addresses wide range of the network-related issues and copes with them in the effective way. Presented solution
combines several architectural styles encapsulating the actuating, sensing and control functionality into the unified service-
oriented components, while the data transport is supported through event-triggered distributed middleware components.
Given architectural approach decouples the design of process control functionality from the properties of the control network
infrastructure. The effectiveness of the proposed solution is verified through the analysis of the system operation in the given
case-study.

K e y w o r d s: networked control systems, communication constraints, service-oriented architecture, predictive control,
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1 Introduction

The recent technology advances in the computer net-
working and communications enable the integration of
various end-devices, objects, applications and services in
complex distributed systems. The common approach for
the integration of distributed system components assumes
the loosely coupled interconnection, based on the appro-
priate level of abstraction at the different layers of the sys-
tem architecture [1, 2]. Networked control systems (NCS)
represent a class of distributed systems, where the pro-
cess control loops are closed through the communication
network [3]. The concept of the NCS has become more
interesting in the last decade for its potential in different
inherently distributed applications like terrestrial explo-
ration, power systems, factory automation, remote diag-
nostic, experimental facilities, automotive industry, trans-
portation systems and many others.

Visible trend in the implementation of the NCS is
the utilization of the standard networking solutions, re-
sulting in the reduced implementation costs and simpli-
fied system integration. Although the utilization of wired
communication is common practice in the NCS design,
wireless control system become more interesting since
the installation flexibility reduces installation costs, at
the same time sustaining reliability, security and scala-
bility [4]. To the other end, packet switched data commu-
nication in both wired and wireless networks suffer from
non-deterministic medium access time, congestion under
the high network load and signal interference, so delays
of values higher than sampling period, packet losses and
packet disorder are to be expected in system operation,

affecting the control-loop performance and system stabil-
ity [5, 6].

Recent survey papers [6–8] identify several network-
related communication properties influencing the NCS
operation and surveys different methodologies of the NCS
design for handling such constraints. The classification of
constraint properties regarding their varying, unbounded,
non-deterministic or stochastic nature was linked with
the characteristics of networking infrastructure utilized in
different NCS applications. Two strategies are identified
as frameworks addressing the networking issues in NCS
design: robustness and adaptation framework [6]. In the
typical robustness framework approaches, NCS is han-
dled as a traditional input-delay system, where robust-
ness of the control solution is established either by some
optimization design approach [9–11] or the fuzzy-model-
based approach [12, 13]. Common property of the robust-
ness framework methodologies is that they do not use the
actual time-delay information. The approach presented
in [14] utilizes appropriate discretization of NCS in or-
der to obtain stabilizing feedback controller via LMI and
addresses the typical constraints, such as time-varying
sampling intervals, time-varying delays, and consecutive
packet losses by assuming that they are bounded. The
design methodology presented in [15] is based on the
trade-off between transmission intervals, delays and per-
formance. Beside the previously given typical constraints,
the paper additionally addresses the issues related to the
competition of multiple nodes accessing networks. On
the other hand, model-based NCSs architecture, proposed
in [16], considers the typical constraints and clock asyn-
chronization constraints.
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In adaptation framework two mainstream approaches
were identified as the predictive control approach and the
stochastic switched system modeling & control approach.
The predictive approach usually presumes the appropri-
ate buffering and packet-selection logic for delay-adaptive
control application, while packet losses are handled by
using intrinsic predictive property of the control, ie con-
trol is calculated from the predictions found in the pre-
viously received packet [17, 18]. In the latter approach of
stochastic switched systems, feedback and forward chan-
nel delays are appropriately modelled and control solu-
tion is given in the form of a delay-variable controller
gain [19, 20].

The time property is found to be a primary applica-
tion context [21] resulting in the time-aware model of the
information processing. The time-awareness is related to
the operation concept where the outcome of the operation
is dependent on the time-related properties embedded in
the operation request, but also on the time-instance when
the operation is executing [22].

Adoption of service-oriented style for the design of
software components as network-accessible services that
implement distributed NCS functionalities enables mod-
ularity, reusability, and rapid development [23, 24]. The
NCS architecture in [25] utilizes multi-agent middle-
ware [26] and service-oriented approach to provide flexible
and scalable framework for the consistent distribution of
the control system functionalities to the dedicated time-
aware components and identifies their basic properties.

The aim of this paper is to address network-related
issues regarding closed-loop control in the domain of the
system architecture, rather than in the domain of con-
trol theory that can be found in the common approaches.
Since all NCS system components share the common tem-
poral property at the functional level, we adopted the
framework [25] for consistent stateless implementation of
separate NCS functionalities compliant to time-aware op-
eration concept.

The control operation is given according to the predic-
tive control approach as a modified form of generalized
predictive control (GPC) [27] solution, while the closed-
loop data-flow is supported by dedicated middleware
components. The design of control algorithm is indepen-
dent on the properties of communication network. The
closed-loop performance is achieved under the condition
that cumulative latencies and/or packet loss dropouts are
bounded by the control horizon. The seamless utiliza-
tion of various underlying wired and wireless communi-
cation technologies is enabled by the proposed commu-
nication model. The introduction of dedicated system-
level components enables simplified migration from tradi-
tional tightly-coupled control system design to the loosely
coupled, technology independent network-based design.
The integration of the components at the system level is
supported through the time-aware service execution con-
cept and the unified time-stamped data model. Model of
time-aware service execution is related to a pair of the
time-aware read and write operations performed over the
buffering data structure.

The rest of the paper is organized as follows. The

overview and the effectiveness of the proposed solution

is presented in Section 2, while the details regarding the

operation and implementation of particular NCS func-
tionalities are discussed in Section 3. Section 4 contains

the case study of drying chamber temperature NCS op-

eration, while concluding remarks and directions for the

future work are given in the final Section 6.

2 The proposed NCS architecture

Architecture overview

Our architectural approach combines several architec-

tural styles enabling flexible design that takes advantage

of loose coupling between system components.

We adopted the service-oriented and component based

architectural styles [23, 24, 28] as a uniform framework

for the implementation of NCS functionalities. Sensing,
actuating, control and communication functionalities are

given in the form of independent system-level compo-

nents manageable through the set of time-aware net-

work accessible services [24, 29, 30]. The SOA architec-

tural style defines an interaction model between service

provider and service consumer, according to the ser-

vice description available at the service registry. Adop-
tion of SOA based architectural style enables decou-

pling of the process controller design from the proper-

ties of the control network. The service provider pub-

lishes service description and provides the implementa-

tion of actuating, sensing and control functionality in

the form of passive system components. Provider services

are bounded and invoked by service consumers that han-
dle data transport between passive components. In this

way, communication-related issues are dislocated from

the scope of provider services and managed by unified

middleware components named service agents (SAs). The

coupling between provider and consumer services is pro-

vided through the endpoint buffering data structures and

methods encapsulated in the form of unified buffering ob-
jects. These data structures, accessible through provider

service interface, are containing the information accord-

ing to the unified time-referenced data model. The model

requires that each individual data is coupled with the

time stamp information uniformly interpreted by all sys-

tem level components and services. Together with inter-

node time synchronization, data model enables time-
aware execution of provider services.

Additionally, system level components as software ob-

jects have a defined communication interface containing

methods and properties and conform to a recommended

behavior common to all components within an architec-

ture. Extending the same model of the plug & play func-

tionality to system components, we introduce Electronic
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Fig. 1. Overview of NCS architecture

Component Configuration (ECC) as a component spe-
cific data structure that stores component-related infor-
mation, like identification and configuration parameters.
The basic elements of NCS architecture are presented in
Fig. 1.

Data communication between system components is
performed within IP network with the client/server end-
system interaction model based on SOAP/XML mes-
sages [30]. Client and server reside at service consumer
and provider side, respectively, and they exchange mes-
sages over asynchronous request-response messaging pat-
tern. The both read and write service requests (RD REQ
and WR REQ) at the server side are executing over the
buffering structure containing the information according
to the time-referenced data model. The payload of the
response message corresponds to the time-context infor-
mation embedded in request messages. The sensor, actu-
ator and GPC processing are performed according to the
time-aware processing concept, while the management of
the time-context information is exclusively handled by SA
operation. Further details regarding the operation of indi-
vidual system-level components are given in the following
sections.

From the deployment view, each physical network
node contains a single component or a group of system-
level components. The communication between compo-
nents is performed over two different types of commu-
nication data paths: Information Data Path (IDP) and
Configuration Data Path (CDP). IDP is defined as a data
path for data exchange between two endpoint buffering
structures accessible through the execution of provider
services, while CDP is defined as a data path designated
for the configuration of individual system component.
The component configuration and service discovery pro-
cesses are handled uniformly for all system components

through the Manager-node operation. IDP data commu-
nication between selected provider side buffering struc-
tures is performed through the configuration of ECC data
structures of the registered service agent’s. In this way,
service agent is configured to manage automated data
transport between distributed system-level components,
regardless on its own and other components physical de-
ployment. As the unified middleware components, SA iso-
lates the idiosyncrasies of calling diverse services from a
particular network node, whether they are local or re-
mote, and it enables data exchange over the particular
IDP.

Coping with network-induced problems

As identified in [6], networked system architecture
gives rise to several issues influencing NCS design and
operation. The effectiveness of the proposed solution in
the context of these network related constraints is further
analyzed.

Time delays, packet losses and disorder are the in-
herent properties of the switched-packet network as an
underlying infrastructure of the NCS. The time-stamped
data model along with the time-aware service-processing
provides the framework for the effective decoupling of
the control design and operation from handling such con-
straints. The system operation, under considered network
effects of varying packet delays, packet losses and disor-
der, is verified and analyzed in the case study.

The effect of the time-varying sampling is usually put
in the context of the varying transmission interval due to
the scheduling of the packet transmissions in the NCS.
Therefore, most of the research efforts, providing the ro-
bustness to this effect, are directed toward finding or op-
timizing the maximal allowable transfer interval. Since
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Table 1. Comparison with the state-of-art approaches regarding network-induced issues

Time Packet Time-varying Network Data Clock Network
delay loss & disorder sampling/transmission access competition quantization synchronization security

[10, 11]
√ √ √

[15, 20]
√ √ √

[14]
√ √ √

[16]
√ √ √ √

[17]
√

[18]
√ √

Proposed
√ √ √ √ √ √

the transmitted data content in our approach is time-
stamped, there is no uncertainty in data sampling due to
the varying transmissions. On the other hand, the out-
come of the time-aware service execution depends solely
on the time-stamped data content and not on any in-
formation related to the data transport (packet arrival
time). Therefore, the effects of time-varying sampling and
transmission are equivalent to packet latency and they are
handled in the same way at the system level.

The competition of multiple nodes accessing network
is another typical network-induced phenomenon defined
as a scheduling problem in the NCS literature. As each
SA handles the data transport over the independent IDP,
the scheduling of the network access within the single
IDP is defined through the sequence of read and write
service requests. Although the competition in network
access between multiple IDPs exists, time-stamped data
model along with the time-aware SA operation translate
the problem to the domain of time varying transmissions,
previously discussed. This issue can be alleviated by ap-
plying the scheduling policy to the configuration of time-
related properties at the middleware layer, ie to the group
of SAs.

In the context of network induced constraints, the
data quantization is related to the limited network band-
width. The solution is often found in the reduction of
transmitted data size through the reduction of the word
length. This leads to pronounced quantization problems
of digital control systems. The proposed middleware solu-
tion realizes IDP transport of aggregated data with small
transmission overhead, enabling the efficient utilization of
the available bandwidth. Thus, our architectural solution
does not elevate the data quantization problems due to
network transport. The problems of data quantization, if
any found, should be treated in the domain of the digi-
tal controller design. In the scenarios where network with
high throughput is utilized the quantization problems are
negligible.

The time asynchronization between the network nodes
is known issue in the class of distributed systems that per-
form time-aware processing, like NCS. In our approach,
the time synchronization of the system components is
handled as a part of the Manager-node services. Although

the synchronization is performed periodically, the time
asynchronization may occur inside the synchronization
interval, leading to the effect of the model-process mis-
match and the consequent problems of the closed-loop
stability. In this case, the inter-node time synchroniza-
tion can be established through the implementation of
time-synchronization protocol, like [31], as a part of the
standard IDP data transport request-response messaging
pattern.

Though often omitted in control-related approaches to
NCS design, network security and safety represent the im-
portant issue of the underlying networking. The problem
is perceived to be even more significant in the future since
the utilization of open standards and the solutions for
data communication. Our solution encapsulates the sys-
tem functionality in either network-accessible services or
SAs as service consumers, so any security policy regard-
ing the service usage can be implemented. Service access
control is defined in the IDP settings at the Manager-
node as a coupling between the provider and the con-
sumer services. Other security objectives, like confiden-
tiality, integrity and authentication, can be achieved by
utilization of standard security communication protocols
at different layers of the communication protocol stack.

The summary of the properties for the representa-
tive approaches to NCS design regarding the effectiveness
in coping with the previously discussed network-induced
constraints is given in Tab. 1. State-of-the-art approaches
are chosen as the best ones in the sense of addressing
most of the identified issues in their class of solutions.
Beside the immediate benefits in the NCS design and
implementation, proposed architectural approach directly
addresses or provides support for handling wide-range of
network-induced issues.

3 Operation of NCS components

As ilustrated in Fig. 2, basic sensing, actuating and
control algorithm functionalities are deployed to the sep-
arate network nodes, while the configuration and time
synchronization of the system components are handled
by the Manager-node.
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Fig. 2. The review of NCS operation

Actual inter-node data communication is performed
over underlying Web Service technology [30] using
SOAP/XML message format and standard HTTP proto-
col. Although data exchange can be implemented in a dif-
ferent application-specific way [24, 28], the SOAP/XML
Web services is preferred implementation solution as it
does not conflict with firewalls and HTTP proxies. The
details regarding the operation, configuration and imple-
mentation of individual system-level components is pre-
sented in following sub-sections.

Service agent operation

The IDP communication is performed through a pair
of service-read and service-write operations according to
the predefined SA configuration. The individual read and
write operation, from the SA’s point of view, is handled
through the pair of the request and response messages.
This way the IDP transport is a two-step process of suc-
cessive data communications between the data producing
and data consuming provider services through intermedi-
ate SA component.

The data transport over the IDP is handled through
the selected transmission method supported by SA oper-
ation. The selection of SA transmission method and in-
formation regarding service provider endpoints are part
of SA configuration. During regular operation, SA is con-
trolled over the triggering interface resulting in the either
periodically or sporadically performed data communica-
tion over IDP. Periodical execution of service agent is
utilized with soft timer or hardware timer functionality
and it is the appropriate model of the operation for the
data communications with sensor devices, acquisition sys-
tems and other services and applications that are period-
ically updating their data structures. Sporadic execution
of the service agent operation corresponds to the event-
based notification triggering, realized through eg publish-
subscribe messaging pattern. Regardless on the selected

transmission method, SA provides adequate time-context
information as a part of read and write request messages.
Basically, the time-context information defines the time
window of requested or provided data used in the execu-
tion of read/write service requests, and the time instance
when the IDP transport is triggered.

During regular operation, SA1 from Fig. 2, performs
IDP#1 data transport on the feedback channel, from sen-
sor’s to GPC’s input buffering structure, ie it accepts read
response packets of time-stamped sensor data and for-
wards those data over GPC write service interface call.
SA1 provides adequate time-context information in order
to provide the continuous sequence of time-series data in
the GPC input buffering structure. The SA2 is configured
for IDP#2 data transport on the forward channel, from
the GPC’s output buffer, containing calculated control
increments, to actuator side. The SA2 updates the actua-
tor side buffering structure with the updated information
read from GPC output. The dataset size corresponds to
the control horizon nu, selected to be big enough to com-
pensate the cumulative latencies introduced along feed-
back and forward channels IDP#1 and IDP#2. The ser-
vice agent configuration and IDP management are ex-
plained under the Data-path configuration and manage-
ment sub-section.

Operation of transducers

The basic set of sensor-side operations is related to
signal conditioning, data acquisition and time-stamping
of acquired data samples. Although this basic set of func-
tionalities is utilizing the time-referenced data, the execu-
tion of these operations is unrelated to the time-instance
they are performed. Therefore, this set of the operations
is referenced as a set of time-unaware operations at the
sensor side. Beside these functionalities the sensor per-
forms the local read and remote write operation accessi-
ble through the service provider interface. The both read
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Fig. 3. Example of system configuration: (a) – component properties and SA settings, (b) – overview of IDP network configuration

and write operations are executed in time-aware fashion

over the buffering data structure encapsulated in the uni-

fied buffering object. While the buffer write operation is

related to the preserving of time-stamped data samples,

the read operation is associated to the execution of the

remote read service request initiated by corresponding

SA. The read service response provides a demanded time

window of buffered data. Time-window information is in-

terpreted as a time span between the time instance when

the read service request is generated (time instance k )

and the time-stamp information of the last successfully

transferred data.

Similarly, at the actuator side the fixed dataset size

(with nu data instances) of time-stamped control incre-

ments is written at appropriate time-dependent position

in buffering data structure. The operation is a result of re-

mote write service request initiated through the operation

of the corresponding SA. In the packet disorder scenario,

received packets are discarded since the buffer write op-

eration employs past packets rejection logic. Beside the

time-aware processing related to the execution of remote

write and local read operation over the buffering data

structure, actuator performs a set of basic functionalities

unaffected by the time instance of their execution. These

operations are related to the calculation and application

of control variable, where the calculation operation, in

the case of the adopted GPC-based NCS, is the simple

integration (accumulation) of control increments.

The controller operation

The control functionality is implemented in the form of

GPC algorithm [27], as one of the available solutions for

addressing network related problems in process control

applications. After configuration, GPC’s ECC contains

algorithm’s parameters: prediction horizon ny , control

horizon nu and control increments’ weight λ , as well as

the coefficients bj and ai of the discrete process model

G(z−1) =

∑n
j=1

bjz
−j

1 +
∑n

i=1
aiz−i

. (1)

In order to compensate data path latencies, GPC control
law for the CARIMA process description [27] is adopted
in the form

∆ u
−→

= Pr r
−→
−Nk y

←−
−Dkk∆ u

←−
(2)

to produce vector ∆ u
−→

= [∆uk + ∆uk+1, . . . ,∆uk+nu
]

of nu future control increment samples, where conve-
nient “arrowed” convention [27] is used to describe vec-
tors of buffered measurements y

←−
= [yk, yk−1, . . . , yk−n]

previously calculated and buffered control increments
∆ u
←−

= [∆uk−1,∆uk−2, . . . ,∆uk−n] and future references

r
−→

= [rk+1, rk+2, . . . , rk+ny
] . Matrices Pr , Nk and Dkk

are calculated prior to first GPC execution from algo-
rithm’s parameters and plant model and they are kept
persistent for the calculation of control increment vector
in all future GPC calls.

The execution of write service operation over the
GPC input buffering structure triggers the execution of
GPC control algorithm, which takes preconfigured time-
window y

←−
of sensor data, calculates and writes control

increment’s vector ∆ u
−→

to its output buffer. Although,

the input and output buffer related operations are exe-
cuted according to the time-aware concept, the execution
of control algorithm represent processing of the sequence
of discrete-time data.

Data-path configuration and management

Data path configuration and management is per-
formed by manager operation. Initially system-level com-
ponents publish the details regarding configuration de-
tails and services through the service discovery procedure.
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During the discovery procedure the information regarding
the provider service endpoints and the service description
are gathered in the service registry.

Before defining IDP connections through the configu-
ration of available SAs, the operator accesses Basic Man-
ager Settings with sensor, actuator, and algorithm-related
properties. Table in Fig. 3(a) shows properties of the reg-
istered system components, including their logical IP ad-
dress, service endpoints information and basic descrip-
tion. The endpoints information identifies the location
and binding for read and write provider service endpoints.

Additionally, the Basic Manager Settings provide the
interface for the specification of IDPs through the SA
configuration. As shown in Fig. 3(a) IDP is specified
by defining the connected source (EP RD) and destina-
tion (EP WR) provider service endpoints, as well as the
timing parameter. The SA1 and SA2 settings from the
Fig. 3(a) correspond to the network configuration of IDPs
presented in Fig. 3(b). After the IDPs are specified, the
particular component-side SA configurations are updated
over the CDP.

4 Case study: drying

chamber temperature control

Since the data transport functionality in the proposed
NCS architecture is exclusively handled by the SA compo-
nents, the network induced problems affect only their op-
eration. The particular SA actions regarding either miss-
ing or delayed service responses are defined by the already
presented SA operational concept. However, the closed-
loop operation of the NCS, under the induced commu-
nication constraints, is further analyzed in the presented
case study of drying chamber temperature control. The
NCS design utilizes the proposed architectural framework
for the implementation of the sensing, actuating, control
and communication components of the control system.
Laboratory setup includes drying chamber process, con-
trolled through heater voltage, sensing element for the
measurement of the chamber temperature, as primary
regulated variable, and Ethernet network accessible sen-
sor, actuator and GPC nodes.

Preliminary process identification yielded continuous
first-order model with dead-time

G(s) =
K

Tps+ 1
e−τs, K ∈ [0.05, 0.4] , Tp ≈ 4 s, τ ≈ 1 s,

where dynamics (time-constant Tp and dead-time τ ) is
rather independent on operating conditions, while the
dominant process nonlinearity is exhibited through the
gain K change with the operating temperature. The gain
takes high values at the mid-range temperatures (around
45 ◦C), but it drops to low values when the temperature
goes to both limits of its range: at ambient temperatures
(around 25 ◦C) for control dead-zone, and at high tem-
perature values (up to 60 ◦C) for control saturation. Also,
repercussions of the processes of heating and cooling on

the gain K are not equivalent, since temperature charac-
teristics of the gain K exhibits hysteretic properties.

In order to obtain process model, acceptable for the
wide-range temperature control, sampling period and pa-
rameters of the model (3) are adopted as follows

Ts = 1 s, K = 0.2 , Tp = 4 s, τ = 1 s

giving zero-order hold discrete model for the prediction
in the form

G
(

z−1
)

=
b2z

−2

1 + a1z−1
, a1 = −e−Ts/Tp = −0.7788 ,

b2 = K
(

1− e−Ts/Tp

)

= 0.0442 .

Parameters for the GPC control algorithm are chosen
as nu = 10, ny = 10, λ = 0.3, where adopted con-
trol horizon nu enables reliable system operation with
network latencies up to 10 sample periods, while predic-
tion horizon ny is chosen to cover the process open-loop
rise-time. Weighting λ is tuned to limit the amplitudes
of control increments up to the unity value. The opera-
tion of both service agent SA1 and SA2 , located at GPC
node, is configured with same timer event periods set to
the value Ts = 1 s, same as the adopted sampling period.

The operation of the NCS is verified in network con-
figurations including induced nondeterministic long-delay
packet latencies and packet loss scenarios. In the packet
loss scenarios, the service agent SA2 is forced to reject
a predefined number of successive packets of control in-
crements directed from GPC algorithm to the actuator.
The scenario resembles the worst-case situation, where
the control increments are not available at the actua-
tor side while the reference change takes place. Figure 4
shows the obtained signal waveforms for process temper-
ature, control increments and integrated control.

During the packet loss period, the control system
works in the open-loop, where the actuator applies future
control increments within the control horizon from the
previously received dataset. This way the basic actuator
functionality is unaffected in the absence of data pack-
ets. After the communication is retained, GPC algorithm
regains the closed-loop control and effectively eliminates
the further influence of the packet loss disturbance.

In the set of nondeterministic packet latency scenar-
ios, a time-varying delay was injected by the SA2 across
IDP#2, resulting in the latency between moment when
the packet is generated by the GPC algorithm and the
time instant when the actuator, according to its local
time, receives a packet. Figure 5 shows the obtained re-
sponse signal waveforms for induced network latency up
to 1, 2 and 6 sampling periods, as presented in Fig. 5(d).

The induced data-path packet latency forces actua-
tor to apply the set of GPC-calculated control incre-
ments from the previously received packet resulting in
the scenario similar to the packet loss. The influence of
the packet latency on the obtained responses is observed
only for successive packets with the latencies higher than
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the several sampling periods. Nondeterministic latencies,
resulting in packet disorder are handled by the logic, im-
plemented on the actuator side, that rejects packet with
the time-stamp older than time-stamp of the previously
received packets.

The analysis of the system operation in all considered
scenarios confirms that the predictive nature of control
algorithm, the time-aware concept of service execution
and the support for automated data transport represent

the adequate framework for the implementation of NCS
functionalities.

5 Conclusion

Systematic architectural approach for the design and
implementation of NCS is utilized to overcome the con-
straints of NCS closed-loop operation related to network-
induced communication imperfections. The proposed so-
lution decouples the communication-related issues from
the design of basic sensing, actuating and control func-
tionality. The decoupling model adopts component-based
and service-oriented architectural styles, providing the
framework for the implementation of system level compo-
nents in the form of network accessible services. The inter-
component communication is performed through service
provider-consumer interaction model, where the provider
services are bounded and invoked by service consumers.
The effectiveness of the NCS operation is successfully ver-
ified in experimental setup with the extensive packet loss
and latency scenarios.

Although applied to NCS design, the presented ar-
chitectural approach introduces the framework for seam-
less integration of different end-devices and algorithms in
various networked applications. The hierarchical exten-
sion and its utilization in complex distributed systems
are planned as a part of the future work.
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