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TEXT LINE SEGMENTATION WITH THE ALGORITHM BASED
ON THE ORIENTED ANISOTROPIC GAUSSIAN KERNEL

Darko Brodi¢ “— Zoran N. Milivojevi¢ ™"

The paper presents the algorithm for text line segmentation based on the oriented anisotropic Gaussian kernel. Initially,
the document image is split into connected components achieved by bounding boxes. These connected components are cleared
from redundant fragments. Furthermore, the binary moments are applied to each of these connected components evaluating
local text skewing. According to this information the orientation of the anisotropic Gaussian kernel is set. After the algorithm
application the boundary growing areas around connected components are established. These areas are of major importance
for the evaluation of text line segmentation. For testing purposes, the algorithm is evaluated under different text samples.
Comparative analysis between algorithm with and without orientation based on the anisotropic Gaussian kernel is made.
The results show the improvement in the domain of text line segmentation.
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1 INTRODUCTION

Text line segmentation is one of the most important
steps in optical character recognition (OCR). It estab-
lishes the text labeling in document text image. These
labels separate document text image in foreground and
background, ‘e in text line and non text line area. Re-
lated works on text line segmentation is categorized as
follows [1]:

e projection based methods,

e grouping methods,

e smearing methods,

e methods for processing overlapping and touching com-
ponents,

e stochastic methods,

e Hough transform methods,

e others.

Many of the proposed methods have been used for text
line segmentation. However, smearing methods are dis-
tinct due to their robustness, efficiency, and computa-
tional inexpensiveness. In these methods, the consecutive
black pixels along the horizontal direction are smeared [2].
This way, the enlarged area of black pixels around the text
is established. It is called boundary growing area (BGA).
Accordingly, the white space area between black pixels
is disappeared by filling it with black pixels. BGA rep-
resents the labeling regions which enclose the text lines.
Determination of these distinct regions that separate text
lines represent the primary task of text line segmentation
algorithm.

The paper describes the algorithm for text line seg-
mentation based on the analogy with Gaussian probabil-
ity density function (PDF). This method has been widely
used [3-7]. It is based on the pre-assumption that writ-
ing text is extending only in the horizontal direction [7].

However, the handwritten text is characterized by variety
of skews. In this case, the solution is the incorporation of
the local text skew into the algorithm. For the evaluation
of the local text skew the moment based method is used.
Accordingly, this method is adopted for handwritten text
by extracting the connected components with the bound-
ing boxes. Afterwards, the separated connected compo-
nents are cleared from the redundant fragments. Hence,
the handwritten text is split into distinct connected com-
ponents suitable for processing by the moments. Moment
based method identifies the local text skewing of each
connected components. These skew angles are used as
the inputs into the algorithm based on Gaussian kernel.
They establish the kernel orientation by the local text
direction. Hence, the algorithm achieves better text line
segmentation results.

The paper is organized in the following way. Section 2
explains the procedure of the algorithm. Section 3 de-
scribes the process of the experiments. Section 4 contains
the results and discusses them. Section 5 makes the con-
clusion.

2 ALGORITHM (THEORETHICAL PART)

Algorithm based on the oriented anisotropic Gaussian
kernel consists of the following steps:

1. Image scanning and binarization,
2. Noise reduction by morphological filter,
3. Connected components extraction by bounding boxes,

4. Connected components clearance from redundant frag-
ments,

5. Skew evaluation by moments,

6. Utilization based on the oriented anisotropic Gaussian
kernel.
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Fig. 1. Basic structuring element S

2.1 Image scanning and binarization

Document text image, which is a product of image
scanning, represents a digital image given by matrix D. It
consists of M rows, N columns, and L discrete intensity
levels of gray, where L € {0,...,255}. After binarization
process, the intensity function is converted into binary
function
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B(1.9) = {
where Dy, is given by any local binarization method
as threshold sensitivity value [8,9]. Currently, document
image is represented as binary matrix B featuring M
rows and N columns. Hence, it consists of only black and
white pixels, where 0 represents black, and 1 represents
white pixel.

2.2 Noise reduction by morphological filter

Noise is by product of scanning as well as the bina-
rization process. However, the document text image can
contain noise as well. Separation of data from noise rep-
resents the splitting of information from misinformation,
respectively. Hence, the noise reduction is an important
stage in document image processing. It implies the pro-
cess of the region extraction which represents the noise.
In this step all black pixels of the displaced regions have
to be removed. Typically, it is accomplished by the vari-
ous combinations of morphological operations called mor-
phological filter. In our case, the morphological filter CO,
which represents morphological closing upon opening, is
used [10]. Tt is defined as

B=(BoS)eS, (2)

where S is the basic structuring element [10]. It is illus-
trated in Fig. 1.

After the application of the filter, the noise is almost
eliminated. The whole process is shown in Fig. 2.

2.3 Connected components extraction by bound-
ing boxes

Upon the noise reduction step, the connected compo-
nents extraction is accomplished. It is made by the extrac-
tion of bounding boxes over connected components. The
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bounding box represents a rectangular area whose edges
are parallel to the coordinate axes x and y. Hence, each
pixel B(%,j) belongs to the bounding box, if it fulfills the
following inequalities [11]

B(Iaj)|(xmin S ) S xmax) A (ymin S .] S ymax) 5 (3)

where Zmin, Ymin, Tmax, and Ymax represent the end-
points of the bounding box. The illustration of the bound-
ing box of connected components from the initial text is
shown in Fig. 3.

Hence, each connected components representing the
separate text object has been extracted by the bounding
boxes. It is assigned as CCy, where kK = 1,...,m, and
m is the total number of detected objects.

2.4 Connected components clearance from re-
dundant fragments

During the bounding boxes extraction of connected
components, some redundant fragments are included as
well. It is shown in Fig. 4.

The connected components are cleared from the redun-
dant fragments by extracting only the biggest connected
components in each bounding box.

2.5 Skew evaluation by moments

Moment defines the measure of the pixels distribution
in the image. Its role is to identify global information
of the image concerning its contour. Moments of digital
image f(i,7) are defined as [12]

Mpq :Zziquf(ivj)v (4)

where p and ¢ = 0,1,2,3,...,n, and n represents the
order of the moment. From (4) central moments p,, for
digital image can be calculated as [13]

oo = 3D (=D G =9 f@g). (5)

Accordingly, for the binary image B(i, j) the following is
valid
Mg =3 D 5", (6)
i g

and

Hpg = Z Z(Z 7P -7). (7)

In (5) and (7), T and g represent the coordinates of the
object gravity center. They are defines as follows [12]

— Mo
T=—,
moo

—_ Mmo1
y=—". 8
o (8)
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Fig. 2. Noise reduction process: (a) — initial text with noise, (b) — initial text with marked noise region (red circles), (c¢) — text after
morphological opening, and (d) — text after morphological closing upon opening (see circles)
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Fig. 3. Bounding box extraction over connected components (CC)

@ (b)

Fig. 4. Connected component (CC) clearance: (a) — initial text, (b) — overlapping bounding boxes, (¢) — CC with redundant fragment,
(d) — marked redundant fragment, and (e) — Cleared CC
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Fig. 5. The application of the algorithm based on the oriented anisotropic Gaussian kernel: (a) — initial text, and (b) — text after the
application of the algorithm (BGA are around the text)

Some of the important image features can be obtained
from the moments. Among them, the object orientation is
of our interest. The object orientation angle 6 represents
the angle between the object and the horizontal axis. It
is defined as follows [12]

2411
K20 — Ho2 ’

(9)

1
f = — arctan

where g7 is the first order moment, while poo and po2
are the second order moments [12].

According to the moments, the local text skew angle
0. for each of connected components C'Cy, is calculated.
Hence, each connected component C'Cy is characterized
by the correspondent skew angle 6.

2.6. Utilization based on the oriented
anisotropic Gaussian kernel

Creating distinct regions that mutually separate text
lines is the primary role of the text line segmentation algo-
rithm. Algorithm based on the oriented Gaussian kernel
is established on the analogy with Gaussian probability
density function (PDF). Gaussian PDF is [13]

A x—wTE x|

1
Jeors P2
(10)

where x and p are column vectors, ¥ is covariance
matrix, and |3| is determinant of the covariance matrix.

G(x) =
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This algorithm smears black pixels along the horizon-
tal direction according to the probability values of the
Gaussian PDF. Afterwards, the binarization process is
applied. Hence, all “probability values” that are inside the
region bounded by +3¢, and +30, from the mean (in
and y direction) are converted into 1. Accordingly, it rep-
resents the binarized anisotropic Gaussian kernel G(i,j),
which is equal 2P + 1 in z and 2R 4+ 1 in y direction
(in pixels). Currently, all these pixels are converted into
the same region that is called boundary-growing region
(BGA). They represent control image which incorporates
connected components. These region are the basis for the
text line segmentation. Hence, the obtained matrix X is
established by convolving the binary matrix B with the
binarized anisotropic Gaussian kernel G [10]

P R
X(i,j)= > > Bli+kj+D)G(k1),

k=—P k=—R

(11)

where 1t = P,...,.M—P and j = R,..., N—R. Elements
of the matrix X are obtained as follows

IF X(i,j) # 0
THEN X(i,j) = 1
ELSE X(i,j) =
ENDIF.

|
o

Furthermore, the oriented anisotropic Gaussian kernel
is assigned as E. Hence, the proposed oriented kernel is
made by rotating anisotropic Gaussian kernel G for the
angle ¢ as

E(x) =TG(x), (12)
where T is transformation matrix given as [14]
| cos¢p sing
T= [—sinqﬁ cosqﬁ} ’ (13)

The angle ¢ is identified by by the angle 6 for each
connected component CCy . Accordingly, the local an-
gle 0; represents the input data for the orientation of
the each anisotropic Gaussian kernel. The application of
the proposed algorithm, which is based on the oriented
anisotropic Gaussian kernel on document image is shown
in Fig. 5.

3 EXPERIMENTS (EXPERIMENTAL PART)

All experiments are related to the evaluation process
of the algorithms efficiency in text line segmentation do-
main. This way, testing of the algorithm represents the
process of its application to the proposed text samples.
These text samples called initial ones have theirs con-
nected components configuration. The result of the al-
gorithm application to the initial text samples is new
connected components configuration. In an ideal situa-
tion the new connected components configuration corre-
sponds to the correct number of the segmented text lines.
For the correct evaluation of the algorithms, the following
elements are of importance [15]:

241

e Initial connected components — CCiyit,
e Detected connected components — C'Cyet,
e Referent connected components — C'Clet.

In the initial text, the number of connected compo-
nents is given as CCly. After the algorithms applica-
tion, the number of connected components is changed. It
is represented by CCget. Furthermore, assume the refer-
ent connected components CCler as the ideal or correct
real number of text lines in the initial sample text.

Afterwards, the comparison between referent and de-

tected number of connected components per each line of
text would be accomplished.. If the number of the de-
tected connected components in each text line is equal
to one, then CCyet will be equal to CCler. This fulfills
the criteria of the correctly segmented text line. Hence,
it is assigned as CCeorrdet- All others present the text
line segmentation errors marked as CClerqet - However,
the characterization of the errors is as follows: 1. Over-
segmentation text lines C'Cyyqet, 2. Under-segmentation
text lines C'Clyndet , and 3. Mixed-segmentation text lines
COmixdct .
Over-segmentation text lines are defined as text lines
which are wrongly divided by the algorithm in two or
more connected components [16]. On contrary, under-
segmentation text lines incorporate the mutually joined
lines. In this case, the sequence of n consecutive text lines
is considered as a unique line [16]. It is counted as 1 cor-
rectly segmented text line and n — 1 under-segmented
text lines [16]. Mixed-segmentation text lines are linked
with incorrectly assigned words between two adjacent
text lines. In this case both text lines are assigned as
mixed one.

From these elements the common evaluation measures
are SLHR, OSLHR, USLHR, MSLHR and RMSE, [15]
are defined. SLHR represents the segmented line hit rate
[17] ie precision [18] of the correctly segmented text lines.
It is defined as [15]

SLHR(%) = (1 — |REcorrdet|) ¥100% =

( ’ Orcf - Ocorrdct
1 — |Zxet corrdet
Oref

) £100%. (14)

OSHLR represents the over-segmented line hit rate [17]
ie the precision [17] of the over-segmented text lines. It
is defined as [15]

OSLHR(%) = (1 — |REovaet|) *100% =

(1 . ‘ Orcf - Oovdct
Orcf

£100%. (15)
)

USHLR represents the under-segmented line hit rate [17]
ie the precision [17] of the under-segmented text lines. It
is defined as [15]

USLHR(%) = (1 — |REundet|)*100% =

(1 _ }Oref ;r(:fundet

«100%. (16)
)
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Table 1. Text line segmentation results for the parameters pair

(P,)) = {8,10}
(P,\) = {8,10}

=0 0=0,/2 0=0y
SLHR  63.64% 63.64% 66.67%
OSLHR 18.18% 18.18% 12.12%
USLHR 18.18% 18.18% 21.21%

MSLHR 0.00%  000%  0.00%

RMSE,, 0674 0674  0.651

Table 2. Text line segmentation results for the parameters pair
(P,A) = {10,10}

(P,\) = {10,10}

0=0° 0=60y/2 0=0y

SLHR  66.67% 69.70% 63.64%

OSLHR 12.12%  6.06% 6.06 %

USLHR 21.21% 2424% 30.30%

MSLHR  0.00% 0.00 % 0.00 %

RMSEs  0.627 0.577 0.696
SLHR (%)

70

68 K,%=10,10

66

64

62

0 0/2 0
Gaussian kernel orientation

Fig. 6. SLHR vs Gaussian kernel orientation (parameter 6)
0.70 RMSEsee "
K,L=8,10

0 0/2 0
Gaussian kernel orientation

Fig. 7. RMSEscg vs Gaussian kernel orientation (parameter 0)

MLHR represents the mixed line hit rate [17] e precision
[17] of the mixed text lines. It is defined as [15]

MLHR(%) = (1 — |REmixdet|) ¥100% =
Oref - Omixdet
(1 a ’ 9)

ref

£100%. (17)
)

At the end, the number of detected and referent con-
nected components per each text line is compared. The
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number of referent connected components per line is equal
to 1. The variance evaluation is given by RMSEs, [15]

N
1
RMSEscg = N Z(Coi,rcf - Cc’i,dct) ) (]‘8)
i=1

where N is the total number of lines in the reference
sample text, CCj o is the number of referent connected
components in the text line ¢ (equal to one per each
line), and CC; get is the number of detected connected
components in the text line 7.

The values of each introduced measures, individually
or together, characterize the quality and effects of per-
formed segmentation process by the testing algorithm.

4 RESULTS AND COMPARATIVE
ANALYSIS (DISCUSSION)

The main purpose of the testing process is the algo-
rithm’s efficiency evaluation as well as its parameters op-
timization. For the proposed algorithm based on the ori-
ented anisotropic Gaussian kernel, the parameter values
that define kernel size, ie, P and A = P/R (sometimes
K/L) and the kernel’s orientation angle 6 are of main in-
terest. Handwritten text samples from our database [15]
include letters with height around 50 pixels. According
to that, P should be chosen from 10% to 20% of the
letter height [19]. The excerpt of the best results for dif-
ferent text samples according to eqs. (14)-(18) are given
in Tab. 1 and Tab. 2.

From Tab. 1, the best segmentation results of SLHR =
66.67 % is obtained for parameters set (P, \,0) = {8, 10,
Ops}. This is obtained for the full moment based evalu-
ated orientation. It is improvement of 3.07 % over the al-
gorithm based non-oriented Gaussian kernel. From 6 = 0°
to 0 = Oy, the value of RMSE, is diminished, which
confirms the improvement.

From Tab. 2, the best segmentation results of SLHR =
69.70 % is obtained for parameters set (P, \,0) = {8, 10,
O2s/2}. This is obtained for the half of the moment based
evaluated orientation. It is improvement of 3.23 % over
the algorithm based non-oriented Gaussian kernel. For
0 = 0r/2, the value of RMSEss = 0.577, which is the
smallest one and confirms the best testing result.

Figure 6 shows SLHR vs Gaussian kernel orientation
defined by parameter 6§ (K = P).

Figure 7 shows RMSEs, vs Gaussian kernel orienta-
tion defined by parameter 6 (K = P).

Optimal parameter set {P, N0} represents the values
{10,10,05s/2} . The obtained testing results for the mea-
sures SLHR and RMSFg., confirm it. Although this re-
sult is unusual, it is not completely unexpected. Due to
descender and ascender influence in connected compo-
nents skewing, the full moment based angles are over-
whelming. In some circumstances this leads to incorrect
skew evaluation. Hence, the half of that value is much
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more suitable which leads to better text line segmenta-
tion results.

Comparing the obtained results with those which in-
corporates no orientation, the improvement margin of
3.23 % seems to be modest. However, the direction of re-
search in order to improve the algorithm based on the
anisotropic Gaussian kernel is the correct one. Still, it
needs some additional fine adjustment. Further adapta-
tion should be made by eliminating the ascender and de-
scender elements in connected components before the ap-
plication of the moment based skew evaluation method.

5 CONCLUSION

This paper introduces the extension of the classical
algorithm based on the anisotropic Gaussian kernel. It
is made by the incorporation of moment based method
for the evaluation of the connected components skewing.
This step represents the preprocessing job for the text
line segmentation. It is input as an algorithm parameter
0, which orients the Gaussian kernel. Testing process was
performed on the handwritten text database. The algo-
rithm evaluation is based on the errors type classification.
The obtained results show slight improvement in the do-
main of text line segmentation and confirm our starting
assumptions. Hence, further adaptation should be inves-
tigated as well.
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