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PREDICTION METHODS FOR MPEG–4
AND H.264 VIDEO TRANSMISSION

Filip Pilka — Miloš Oravec
∗

Video services became a large part of internet network traffic. Therefore understanding of video coding standards and
video traffic sources, such as video trace files is highly important. In this paper we concentrate on the basic characteristics
of mpeg-4 and h.264 video coding standards. We describe the concept of the i , p and b frames in these standards since
they are the main feature of every video trace file. Then we describe the content of the video trace files since the trace
files are important for researchers to investigate network performance and understanding of network features. These are the
important issues in terms of assuring the quality of service (QoS) in multimedia applications spread across the internet.
Traffic prediction and bandwidth allocation are the crucial parts in terms of QoS. In this kind of applications, the artificial
neural networks are vastly used. Therefore we illustrate the results of neural networks for video traffic prediction using both
mpeg-4 and h.264 trace files.
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1 INTRODUCTION

Multimedia services and applications became the ma-
jor part of the internet network traffic. Typically video
sources are encoded for transport over the internet. The
encoded and compressed video sources are characterized
by highly variable bit rate, long range dependencies and
bursty characteristics. The different types of frames pro-
duced by the encoder are responsible for the bursty char-
acter of video traffic. The different video frames vary in
time and each one contains different amount of informa-
tion and therefore has different size.

The characteristics of video traffic are contrary to the
requirements of the Quality of Service (QoS) of video traf-
fic. Therefore the transport of video over the network is
a challenging problem. Some sort of traffic and conges-
tion control needs to be used due to the characteristics
of the video traffic [1]. Some of the important procedures
that fall within the group of congestion and traffic con-
trol are the connection admission control, usage parame-
ter control, traffic shaping, congestion indication, packet
discarding etc.

One of the schemes for bandwidth allocation is the
prediction scheme. The design of bandwidth allocation
for video traffic is a complex problem [2]. The artificial
neural networks are commonly used for video traffic pre-
diction [3—7] due to their main advantages. They are
massively parallel, achieve high computation rates, em-
ploy adaptive topology and weights, are capable of mod-
eling complex non-linear mappings etc. In this paper we
firstly introduce the concepts of video coding using the
MPEG-4 and H.264 video standards. Then we introduce
the video trace files and a short insight of how video is
transmitted through the network. At the end of the paper
we present the results of video prediction using artificial
neural networks.

1.1 Basic principles of compression algorithms

Every signal, which carries information contains def-
inite amount of redundancy. In our terms every video
sequence contains redundancy. The aim of the video com-
pression is to remove the redundancy from the sequence.
We recognize two types of compression. The first type
is the lossless compression, where only the statistical re-
dundancy is removed from the signal. The outcome of
this compression is that on the receiver side, when we
want to reconstruct the signal, we get identical copy of
the original. This is also a great disadvantage of the loss-
less compression, because with current technology we can
achieve only modest amount of compression of video sig-
nals. The second type of compression is the lossy com-
pression with which we can achieve greater compression
with the penalty that the reconstructed signal is not iden-
tical to the original. The aim of the lossy compression is
to meet a given bit rate for storage and transmission of
the signal [8].

The goal of every video source coding is the bit rate re-
duction for storage and transmission. The compression is
then done by removing different types of redundancy, spa-
tial, temporal or frequency, which is done at the expense
of information loss and by encoding the set of informa-
tion using an entropy coding technique, such as Huffman
coding or Arithmetic coding [9].

2 MPEG VIDEO STANDARD

2.1 Overview of MPEG

The early work on standardization of MPEG audio
and video format began in early 1980s. The first efforts
to develop unified audio and video standards were within
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Table 1. MPEG work in progress standards

Name Descrtiption

MPEG-A Multimedia Application Format

MPEG-B MPEG Systems Technologies

MPEG-C MPEG Video Technologies

MPEG-D MPEG Audio Technologies

MPEG-E MPEG Multimedia Middleware
MPEG-V Media Context and Control
MPEG-M MPEG Extensible Middleware
MPEG-U MPEG Rich Media User Interface

several international organizations. They were the In-
ternational Telegraph and Telephone Consultative Com-
mittee (CCITT), International Radio Consultative Com-
mittee (CCIR) and International Organization of Stan-
dardization/International Electrotechnical Commission
(ISO/IEC). The MPEG group was established in 1988
within the framework of Joint ISO/IEC Technical Com-
mittee on Information Technology with the aim to de-
velop standards for coding of motion pictures, associated
audio and the combination of both. The combinations
were used for storage and retrieval of digital storage me-
dia with bit rates up to 1.5 Mbit/s. The first MPEG
standard was issued in 1992 with the name MPEG-1.
The later work of MPEG group was focused on updating
the original MPEG-1 standard. The MPEG-2 standard
was extended to provide better compression algorithms,
better suited for applications with higher bit rates than
the original MPEG-1.The aim of MPEG-2 was to pro-
vide video quality better then NTSC/PAL and up to
CCIR 601 with bit rates from 2 to 10 Mbit/s. In the times
of the development of MPEG-2 standard there were many
new applications emerging. Among others they were the
digital cable TV distribution, network services via Asyn-
chronous Transfer Mode (ATM), satellite and terrestrial
digital broadcasting. All these services thought to bene-
fit from the increased quality of the new standard. The
MPEG-2 was finally issued in 1994 [8]. The standard for
scalable and multi-resolution compression should have
been contained in the MPEG-3 video standard, which
was planned for HDTV compression. This work was fin-
ished in the same time as the MPEG-2, so this technology
was included into the MPEG-2 standard and the MPEG-
3 standard was never issued [10]. The newest standard
from the MPEG family is the MPEG-4 visual. The main
goal of this standard is audio-visual coding. The main
focus of the standard was to extend and update the for-
mer MPEG-1 and MPEG-2 standards, so that the new
standard would be more flexible and efficient. In 1994
the new H.263 standard was developed with new com-
pression technology. The MPEG group changed its focus
from extending the compression algorithms to object cod-
ing, which they included into the new MPEG-4 standard.
The MPEG-4 visual was finalized in 1998 [9].

The MPEG-7 standard is the fourth approved MPEG
standard. The motivation to develop the MPEG-7 stan-

dard was based on the fact, that the potential of the dig-
ital video has given to the producers the editing tools to
manipulate all the film data faster and with better ac-
curacy. Therefore the standardization of features became
more and more important [11]. The MPEG-7 standard
is different from the older standards, which represent the
content, while the MPEG-7 standard represents informa-
tion about the content. For this purpose, the standard de-
fines syntax and semantics for describing multimedia con-
tents. The purpose of the standard is to increase the in-
teroperability between different applications and devices
that work with audio-visual content descriptions [11].

The MPEG-21 standard was the next step in the
MPEG standardization chain. The aim of the standard
is to define the technology for the exchange, access, trade
etc of digital items (video collections, music albums etc).
Table 1 presents the working standards of the MPEG
group [12].

2.2 MPEG-4

Compared to all other “frame-based” video coding
standards, the MPEG-4 standard is object based. The
model is based on the hybrid DPCM/DCT coding model.
Functions of the MPEG-4 model are extended by tools
such as enhanced compression efficiency, reliable trans-
mission, coding of separate shapes (objects) in visual
scenes, mesh-based compression and human face and
body animations. A single application will not need all
these tools to be implemented, that is why the standard
is divided into series of profiles.

The main features of the MPEG-4 video standard are:

• Compression tools based on ITU-T H.263, which out-
performs the compression methods used in MPEG-1
and MPEG-2

• Coding of video objects, which allows separate coding
of the foreground and background objects

• Error resilience tools, which assist the decoder to re-
cover from errors during transmission

• Coding of still textures, ie also still pictures can be
coded by MPEG standard

• Coding of animated visual objects

• Special applications such as “studio” quality video
where quality is more important than compression

In order to facilitate the needs of different applications
in the MPEG-4 standard, different combinations of tools,
objects and profiles were defined. By the definition, a tool
is a set of coding functions, which favors a unique feature.
An object is a video element that is coded using several
tools. And finally, a profile is a set of object types, that
the CODEC is able to handle.

In opposition of the traditional view of the video scene
being a set of rectangular frames, the MPEG-4 looks
on the video sequence as a collection of Video Objects
(VO). The video object is an entity that the end user
is able to manipulate. It is an area, which can be of
any shape and may exist for an arbitrary length of time.
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Fig. 1. Encoding and decoding scheme for I-VOP

Fig. 2. Encoding and decoding scheme for P-VOP

The instance in which the video object occurs is called
the Video Object Plane (VOP). In the traditional view,
we can say that the VOP is a single frame and a set
of frames forms a VO. However with the new approach
we can say that the VOP may be irregularly shaped and
occupies only a part of a frame. The separate objects are
then coded independently with different resolutions and
qualities. Despite the advantages of object based coding,
the most popular coding scheme in the MPEG-4 standard
is to encode complete frames of video. The tools for this
coding scheme are grouped together in the Simple profiles
of MPEG-4.

There are three Simple profiles in the standard with
the following tools:

• Simple Profile

◦ I-VOP (Intra-coded rectangular VOP)

◦ P-VOP (inter-coded rectangular VOP)

◦ Short header (compatibility with H.263)

◦ Compression efficiency tools (Four motion vectors per
macroblock, Unrestricted motion vectors, Intra pre-
diction, Transmission efficiency tools)

• Advanced Simple Profile

◦ B-VOP (bidirectionally predicted Intercoded VOP)

◦ Quarter pixel motion compensation

◦ Global motion compensation

◦ Alternate quantizer

◦ Interlace (coding of interlaced video sequences)

• Advanced Real Time Simple Profile

◦ Improve error resilience

◦ Coding flexibility

◦ NEWPRED (multiple prediction references)

◦ Dynamic resolution conversion

In the next section, we will describe some of the
mentioned tools. In Figure 1 and Fig. 2, the encoding
and decoding schemes are presented.

The DCT and IDCT blocks represent the forward and
inverse Discrete Cosine Transform, which is performed on

the 8×8 blocks of luma and chroma samples. The Quanti-
zation block rescales the coefficients on the decoder side.
There are two methods described in the standard [12].
The reorder block means that the DCT coefficients are re-
ordered in the zig-zag scan. The RLE block reorders the
coefficients once again to represent the zero coefficients
efficiently using the Last-Run-Level coding. And finally,
the sequence is coded using an Entropy coder. This is the
encoding scheme for coding I-VOP.

The P-VOP is coded in the same way but before the
application of DCT the motion estimation and compen-
sation [9] needs to be performed. The best method used
in every application is left for the designer to choose.
The matching region is subtracted from the current mac-
roblock and a residual macroblock is created. Then the
same steps as those by the I-VOP are performed. For
further motion compensation in the encoder, the quan-
tized residual is rescaled, inverse transformed and stored
as a local copy. In the Advanced Simple Profile, the
B-VOPs are introduced. These use the bidirectional pre-
diction for the motion compensation. Each block or mac-
roblock can be predicted using the forward prediction,
backward prediction or an average of the forward and
backward prediction. In the forward prediction only a sin-
gle motion mector, referring to the previous I or P-VOP,
is transmitted. In the backward prediction again only one
motion mector is transmitted, but this refers to the future
I or P-VOP. The bidirectional prediction can be divided
into two different types. The bidirectional interpolated
prediction transmits two motion vectors, referring to the
future and previous VOP. The motion compensation is
then produced as an interpolation between the luma and
chroma samples in the two reference regions. The second
type is the bidirectional direct prediction, where the mo-
tion vectors are derived automatically from the motion
vectors of the same macroblock in the future VOP. A
delta motion vector is then transmitted to correct the au-
tomatically created motion vectors. The so called NEW-
PRED tool is contained in the Advanced Real Time Sim-
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ple profile, which allows the encoder to select a reference
VOP from any of the previously encoded VOPs. This tool
allows the decoder to send a feedback message to the en-
coder, if an error is detected, which identifies the error
packet. The encoder chooses a reference VOP foregoing
the error packet.

The following list presents the rest of defined profiles
within the MPEG-4 standard:

• The Core profile

◦ B-VOP

◦ Alternate quantiser

◦ Object-based coding (with Binary Shape)

◦ P-VOP temporal scalability

• The Main Profile

◦ Interlace

◦ Object-based coding with grey (“alpha plane”)
shape

◦ Sprite coding

• Advanced Coding Efficiency Profile

◦ Quarter pixel motion compensation

◦ Global motion compensation

◦ Interlace

◦ Grey shape coding

◦ Shape adaptive DCT

• The N-bit Profile

◦ N-bit tool – Coding of luminance and chrominance
between 4–12 bits per sample (usual 8 bits per sam-
ple)

• Simple Scalable Profile

◦ I-VOP, P-VOP

◦ Four motion vectors, Unrestricted motion vectors,
Intra prediction

◦ Video Packets, Data partitioning, Reversible VLCs

◦ B-VOP (Rectangular temporal or spatial scalability
1 enhancement layer)

• Core Scalable Profile

◦ Includes Simple Scalable Profile tools

◦ Rectangular temporal scalability

◦ Rectangular spatial scalability

◦ Object-based spatial scalability

• Fine Granular Scalability Profile

◦ B-VOP, Interlace, Alternate quantizer

◦ FGS spatial scalability

◦ FGS temporal scalability

For texture coding, the MPEG-4 standard has the
Scalable Texture Profile and the Advanced Scalable Tex-
ture Profile. The Simple Studio Profile and the Core Stu-
dio Profile are used for coding of studio quality video.

A more detailed description of all the other profiles
in the MPEG-4 visual standard are out of scope of this
publication and can be found in [9].

3 H.264/MPEG PART 10

The new video coding standard, entitled the ‘Ad-

vanced Video Coding’ is jointly published as Part 10 of

the MPEG-4 video coding standard and as ITU-T Rec-

ommendation H.264. It was developed by the Moving Pic-

ture Experts Group (MPEG) together with the Video

Coding Experts Group (VCEG) to outperform the ear-

lier MPEG-4 and H.263 standards.

The encoder and decoder of the H.264 standard use

most of the basic functionalities as the previous standards

with the exception of the deblocking filter. Important

changes occur in the details of each function blocks of the

encoder and decoder. Fig. 3 presents the basic encoder of

H.264 standard.

Same as in the MPEG-4 standard, each input frame

is processed in macroblocks. Each macroblock can be en-

coded in intra or inter mode. A prediction is made for ev-

ery macroblock from reconstructed samples. In the intra

mode the prediction is done from the current previously

encoded slice. In the inter mode the prediction is com-

puted from the motion compensated prediction from one

or two reference pictures, which are organized into one

or two lists. The prediction reference can be chosen from

multiple past or future pictures. The prediction is then

subtracted from the current block and a residual block

is produced. This block is then transformed, quantized,

reordered and entropy coded. The encoded coefficients

together with several side information (prediction mode,

quantizer parameters, motion vector, etc) are passed to

the Network Abstraction Layer for transmission or stor-

age. In the encoder, each block is also decoded and re-

constructed to provide a reference for future predictions.

A filter is applied to reduce the effects of blocking dis-

tortions and the reference picture is reconstructed from a

series of blocks.

The H.264 consists of three different profiles, where

each one includes a set of coding functions:

• Baseline Profile

◦ Intra and Inter coding (I and P-slices)

◦ Entropy coding with Context-Adaptive variable-

length codes

• The Main Profile

◦ Interlaced video

◦ Inter coding (using B-slices)

◦ Inter coding using weighted prediction

◦ Entropy coding with Context-Based arithmetic

coding

• Extended Profile

◦ Efficient switching between bitstreams (SP and SI-

slices)
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Fig. 3. The encoder of H.264

◦ Error resilience

In the standard, the Video Coding Layer and the
Network Adaptation Layer are defined. The Video Cod-
ing Layer represents the encoding of video data and the
output is then called the VCL data. The VCL data is then
mapped to the NAL units. The purpose of this separa-
tion is to distinguish the coding and the transport specific
features.

The H.264 encoder may use one or two reference pic-
tures from a number of previously encoded pictures for
motion compensation. This allows the encoder to search
for the best match, what is better approach than just
using the previously encoded picture. The encoder and
decoder thus store one or two lists containing the ref-
erence pictures. The inter coded macroblocks (P-slices)
are predicted from the pictures in a single list, the so
called list 0. Inter coded macroblocks and macroblocks of
B-slices may be predicted from two lists, list 0 and list 1.

A slice is a sequence of macroblocks grouped to-
gether. The number of macroblocks in a slice does not
need to be constant. There are five types of slices in the
H.264 standard and each picture may be encoded as a
mixture of different slice types. As stated before, the

Baseline Profile supports I and P-slices. In I-slices, the
intra coded macroblock regions, 16 × 16 or 4 × 4 luma
and 8×8 chroma are predicted from the previously coded
samples in the same slice. P-slices may contain intra, in-
ter coded or skipped macroblocks. The inter coded mac-
roblocks are predicted using motion compensation with
quarter sample accuracy. After the prediction the data
for each macroblock are transformed using a 4×4 integer
transform (DCT based transform), quantized, reordered
and entropy coded using a context-based variable length
coding. All other elements are coded using fixed length
or Exponential-Golomb variable length codes.

The difference in the block-based motion compensa-
tion in the H.264 standard, compared to the other stan-
dards, is the support for a range of block sizes and a sub-

sample motion vectors (quarter-sample resolution in the
luma components). The luminance components may be
split up in four ways:

• One 16 × 16 macroblock partition

• Two 16 × 8 partitions

• Two 8 × 16 partitions

• Four 8 × 8 partitions If the 8 × 8 partitions are
chosen, the blocks may be split up further:

• One 8 × 8 sub-macroblock partition

• Two 8 × 4 sub-macroblock partitions

• Two 4 × 8 sub-macroblock partitions

• Four 4 × 4 sub-macroblock partitions

This method of partitioning macroblocks is known
as Tree Structured Motion Compensation. For each parti-
tion, a separate motion vector is needed and each motion
vector needs to be encoded and transmitted.

As stated before, a filter is applied to each decoded
macroblock. It is the deblocking filter, which reduces the
blocking distortions. The filter is applied after the inverse
transform in the encoder. The filter smooths the block
edges and the filtered image is used for motion compen-
sated prediction. This can improve the compression per-
formance since the filtered picture is a better reproduc-
tion of the original frame.

The extension of the Main Profile consists of tools
supporting the B-slices, weighted prediction, support for
interlaced video and alternative entropy coding based on
Arithmetic Coding. The B-slices work similarly as in the
MPEG-4 standard – that means they use the motion com-
pensated prediction. The B-slices can be predicted from
one or two reference pictures, before or after the current
picture. The reference pictures are stored in two lists.
They contain both short term and long term pictures.

The prediction of macroblock partitions can be done
in one of four ways. They are the Direct prediction, Mo-
tion compensated prediction from list 0, Motion compen-
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sated prediction from list 1 and Motion compensated bi-

predictive prediction from list 0 and list 1.

In the Extended Profile, the SP and SI-slices were

introduced. They are specially designed to enable efficient
switching between video streams and for efficient random

access. The SP-slices support switching between similar
coded sequences without increased bitrate. The SP-slices

are coded using motion compensated prediction and at
the switching point there are three SP- slices

The additional switching slice in the Extended Pro-
file is the SI-slice. It is used in similar way than the

SP-slice, except the prediction is made up of the 4×4 In-
tra prediction modes. These slices are used when switch-

ing two completely different sequences.

More detailed description of the H.264 standard can

be found in [9].

4 TRACE FILES

As described above, the MPEG standard introduced
the I, P and B frames, similar to the frame types in

H.264 video standard. These types of frames are grouped
together in a specific order, which are called the groups

of pictures (GoP). One GoP is defined as a sequence of
frames beginning with the I frame until the next I frame.

A typical GoP for the MPEG standard includes three
P frames and two B frames before and after each P frame.

The above described video standards are only a part
of the variety of encoding schemes used for video cod-

ing [8], [13]. Video traces are typically used in studies on
transporting video through any kind of network. The sim-

plest of these trace files is the so called video frame size
trace [13]. This kind of traces contains the sizes of indi-

vidual frames. There are also more complex video traces,
which contain numerous frame qualities. The qualities

given by the trace files can be:

• Number of video frame

• Frame period

• The cumulative display time

• Frame size

• Frame type

• Quality of luminance component

• Quality of the chrominance components.

The trace files are then typically an ASCII file with

one line per frame. Traces that contain only the frame
sizes are called terse trace files. The trace files containing

several of the qualities described above are called verbose
trace files. Some traces give the frames in the display

order and some in the encoded order. The frame index
however always represents the display order. The encoded

order means that the P frames are given before the B
frames, because, they are needed to decode the successive

B frames [13].

5 TRANSMISSION OF VIDEO
OVER THE INTERNET

The main protocols for transmission of video over
the Internet are the Transmission Control Protocol (TCP)
and the User Datagram Protocol (UDP) [14]. The TCP
was not designed or optimized for real time applications
such as video streaming. The congestion window in the
TCP protocol is unceasingly changing due to the slow
start algorithm. The consequences of this algorithm are
fluctuations in the video transmission. The retransmis-
sion mechanisms in the TCP can be a problem as well
in video streaming applications. The common idea of the
retransmission is, that based on the real time nature of
video streams all re-send data will arrive after they had
to be displayed. The packet retransmission also causes
high levels of end to end latency [15]. On the other hand,
the UDP may seem ideal for video transmission over the
Internet. It has no congestion control, nor retransmission
mechanisms. That means that the transmission rate of
the UDP based protocols will be constant and in case
of congestion the TCP based transmissions will activate
their congestion mechanisms and all the bandwidth will
be available to the UDP streams. Notwithstanding the
mentioned advantages of the UDP-based protocols, also
this scheme has its drawbacks. The first is that the lack
of congestion control may lead to total collapse of the
network. And secondly, when transmission is done in a
noisy environment the packet loss in UDP-based protocol
is high. With no retransmission mechanisms the quality
of the video will be low [14]. The lack of retransmission
mechanisms nowadays is partly eliminated with the error
resilience tools included in the video coding standards,
such as MPEG-4.

Based on the drawbacks of both of the main Internet
protocols researchers still develop new methods for video
transmission [14],[16-18].

6 NEURAL NETWORKS

In this paper the neural networks are used as a tool
for video traffic prediction. Used artificial neural network
[19] consisted of standard parts (input connections also
known as synaptic weights, sum function to compute the
weighted sum of the inputs, nonlinear activation function
and a bias (or a threshold))

Neurons are then arranged to different types of
topologies. The so called multilayer perceptron (MLP),
which has fully connected layers of neurons, is mostly
used. The main idea of neural networks is to adapt (train)
the weights of the neurons to get the desired outputs [20].
In the MLP neural network, the adaptation is done using
the backpropagation algorithm or one of its modifications.
The computational ability, nonlinear characteristics and
accuracy of neural networks are the main skills that place
neural networks on top of the tools for predictions [20]. In
this paper we present the prediction results of the MLP
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Fig. 4. Training set for MPEG trace file Fig. 5. Test set for MPEG trace file

Fig. 6. Training set for H.264 trace files Fig. 7. Test set for H.264

neural networks that were trained with the Levenberg-
Marquardt learning algorithm [21].

7 SIMULATIONS

For the simulations, we have used the trace files from
the movie Silence of the Lambs [13]. We have used the
MPEG-4 and H.264 traces for our simulations to make a
comparison which of the two formats is better suited for
frame predictions. We have taken the first ten thousand
frames as our data set. The data set was divided into
five separate sets and each set was taken as training set
and the other four sets were taken as testing sets (5-fold
validation). So for each trace file five simulations were
done. The values of MSE for each set, the mean value
and the variance of the errors were taken as results. A
simple MLP with twelve input units, twenty five hidden
neurons and one output neuron was used for simulations.
Logistic function was used as the activation function in
the hidden neurons and linear activation function was
used in the output neuron. For illustration, we present
results for only one training/testing set combination for
each video format. Figures 4 and 5 present the detail of
the prediction by the neural network for the MPEG-4
trace file.

Figures 6 and 7 present detailed results of the neural
network for the H.264 trace file. In Tabs. 2 and 3, we
present the actual values of MSE (mean-square error) of

each set with mean value and the variance of the errors
for MPEG-4 and H.264 traces.

8 CONCLUSION

In this paper we presented the fundamentals of video
compression algorithms used in the MPEG and H.264
video coding standards. We presented the tools used in
different profiles described by the standards, which are
important in terms of understanding the evaluating the
video trace files used for prediction of video streams for
network transmission.

In the last section, we presented the results of pre-
diction simulations using artificial neural networks. We
presented the results of the multilayer perceptron for
MPEG-4 and H.264 video trace files. From the MSE val-
ues presented in Tabs. 2 and 3 and the variance of the
errors, we can see that the neural networks are suitable to
predict video streams. The differences between the coding
schemes are small and therefore we assume that both the
video coding standards can be predicted using artificial
neural networks.

Compression methods used in the video coding stan-
dards and prediction methods are the key to achieve re-
quired QoS for nowadays multimedia traffic in the inter-
net. The compression methods assure that only relevant
information is transmitted and the prediction schemes
care for efficient bandwidth allocation.
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In our future work we want to focus on application
of recurrent neural networks for traffic prediction and the
capability of recurrent neural networks to perform multi-
step ahead prediction.

Table 2. Error values for MPEG files

Sets Training Test

Set 1 0.00383 0.01851
Set 2 0.00574 0.00482
Set 3 0.00672 0.00699
Set 4 0.00714 0.00281
Set 5 0.00617 0.00255
Mean 0.00592 0.00714

Variance 1.64607× 10−6 4.36353× 10−5

Table 3. Error values for H.264 files

Sets Training Test

Set 1 0.00358 0.01235
Set 2 0.00465 0.00524
Set 3 0.00495 0.00592
Set 4 0.00622 0.00236
Set 5 0.00550 0.00278
Mean 0.00498 0.00573

Variance 9.73512× 10−7 1.60421× 10−5
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